Econometrics prelim, Spring 2021

. Let Xy, Xa,..., X, be independent and identically distributed random variables. Suppose
that P(X; < 0) = 0and limpyo P(X; <x + A | Xy > x)/h = 1forall x > 0. Further, let

X (7 be the j** smallest variable among X1, X5, ..., X,.
() J g

(a) Please compute E(X;) and E(X(p).

(b) Let F be the cumulative distribution function of X;. Please derive the cumulative
distribution function and the probability density function of ¥(;y 1= F(X(;)) for j =
1,2,....n.

. Suppose that X and ¥ are random variables with E{exp(tX + sY)} = exp{(t? + 52)/2} for
all ¢, 5 € R. Please compute E(2X + Y | X +2Y > 0).

. Suppose that (X, Y) has a joint probability density function fyy(x,y) = 8xyI(0 < x <
y=D.
(a) Obtain the function g : (0, 1) — R such that for any measurable function 4 : (0,1) — R,
we have [E[{Y o g(X)}Z] < [E[{Y — h(X)}z].
(b) Let Z = X2, Obtain the probability density function of Z.
(¢} Compute the correlation coeflicient between ¥ — g(X) and Z, where g and Z are

defined in parts (a) and (b), respectively.

. Suppose that (¥, Yp) and T are independent, where T is Bernoulli, Define ¥ 1= VT +
Yo(1—~T).

(a) Can we identify the (marginal) distribution functions of Y5 and ¥, from the joint distri-
bution of (¥, T'}? Prove or disprove.

(b) Suppose that ¥; and ¥ are also Bernoulli and that they are dependent such that ¥; > ¥,
with probability one. Can we identify P(¥; = 1 | ¥y = 0) from the joint distribution of
(¥, T)? Prove or disprove.

. Suppose that X, X3, ..., X, are independent and identically distributed random variables
with E(X}) < 00. Let i =n~1 37, X; and 62 = n~! 31, X? — i%. You may assume
that 02 > 0 and E{(X; ~ pu)*} > o*, where ;v = E(X;) and 02 = V(X;).

(a) Please derive the (non-degenerate) limit distribution of n” (62 — %) for some appropriate
number r > (.

(b) Please derive the (non-degenerate) limit distribution of " (12 — u?) for some appropriate
number r > 0.

. Prove or disprove each of the following statements. You may assume that all the random
variables are defined on the same probability space.

(@) If E(|X,]*) = O(n), then we must have X,, = O,(n'/3).
() If X, il 0, then we must have E(X,) — 0.
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10. Assume i.i.d, data and consider the model

1.

12.

¥5 = x[Bo -+ qive +us, 5
s o @
qi = wi 0 + v,
where y/" is latent, u;, v; are mean zero jointly normal and independent of z; = {xiT . wiT I’

and u; has variance one. Assume that everything is well-behaved in terms of collinearity
and the existence of moments and that w;, x; are vectors with multiple elements that have no
elements in common. Instead of y;" you observe y; = ¥(y} > 0). It can be shown that

xTBo + wTdgyo )
\/1 + Vozag + 2y009 00 ’

(3)

i1z =)= of

where crg, Po are respectively the variance of v; and the correlation of u;, v;. Now suppose
that you form moment conditions

IE[Zi{yi — (ID( x"T‘BO + wiTSOyo )}] =0
V1+ yZoZ + 200000

E{zi{g: —w]80)} = 0,
E{(g: —w/do)* — 03} = 0.

G

(a) Do the moment conditions provide underidentification, exact identification, or overiden-
tification? Explain briefly.

(b) Name one advantage of using GMM with an overidentified system compared to using an
asymptotically equally efficient GMM estimator based on an exactly identified system.

(c) Finish the sentence: “Exactly identified GMM using a given fixed vector of instruments
z; is to OLS what GMM with optimal instruments is to ........... ”

Suppose that y; = x] Bo + u;, where
=TIz, ;
X = gz + vy, )
. T
u; = exp(z; yo)e;,
where e; is mean zero unit variance and ¢;, v; are independent of z; and all variables have

finite fourth moments.

(a) Write down some moment conditions that provide identification under reasonable addi-
tional conditions and state what those conditions are.

(b) Derive the optimal instruments.
True or false? Please explain.
(a} This exam is hard.
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