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#### Abstract

This paper studies Wald-type tests in the presence of a possibly singular (asymptotic) covariance matrix, either in finite samples or asymptotically. Such difficulties occur in many statistical and econometric problems, such as causality and cointegration analysis in time series, (locally) redundant restrictions, (locally) redundant moment equations in GMM, tests on the determinant of a coefficient matrix (reduced rank hypotheses), etc. Two different types of singularity are considered. First, the estimated covariance matrix has full rank but converges to a singular covariance matrix, so the Wald statistic can be computed as usual, but regularity conditions for the standard asymptotic chi-square distribution do not hold. Second, the estimated covariance matrix does not have full rank and converges to a possibly singular matrix whose rank may differ from the finite-sample rank of the covariance matrix estimate. The proposed procedure works in all cases regardless of the finite-sample and asymptotic ranks. To address such difficulties, we introduce a novel mathematical object: the regularized inverse which is related to generalized inverses, although different. We exploit general results on eigenprojections combined with a variance regularizing function (VRF) which modifies small eigenvalues (using a threshold). The eigenprojection technique entails that the regularized inverse always exists and is unique. The proposed class of regularized inverse matrices includes as special cases several regularization methods such as spectral cut-off approaches and Tikhonov-type inverses, mainly used for estimation purposes. Under general regularity conditions, we show that sample regularized inverse matrices converge to their regularized asymptotic counterparts. We propose regularized Wald statistics obtained by replacing the usual inverse of the estimated covariance matrix (or the generalized inverse) by a regularized inverse, allowing for both Gaussian and non-Gaussian parameter estimates. We consider two classes of regularized Wald statistics. The first one admits a nonstandard asymptotic distribution, which corresponds to a linear combination of chi-square variables when the estimator used is asymptotically Gaussian. In this case, we show that the asymptotic distribution is bounded by the usual (full-rank) chi-square distribution, so standard critical values yield valid tests. In more general cases, we show that the asymptotic distribution can be simulated or bounded by simulation. The second class allows the threshold to vary with the sample size, but additional information is needed. This class of test statistics includes the spectral cut-off statistic proposed by Lütkepohl and Burda (1997, J. Econometrics) as a special case. The regularized statistics are consistent against global alternatives, with a loss of power (in certain directions) for the spectral cut-off Wald statistic. An application to U.S. data illustrates how the procedure works when testing for noncausality between saving, investment, growth and foreign direct investment.
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## 1. Introduction

This paper examines Wald-type tests in the presence of possibly singular covariance matrices, either in finite samples or asymptotically, so the usual regularity conditions that lead to a chi-square asymptotic distribution (with possibly reduced rank) may not hold. The method we propose consists in regularizing the relevant covariance matrix, so the latter has full rank both in finite samples and asymptotically. Our approach is "rank robust" in the sense that the rank of the covariance matrix is arbitrary in finite samples and can converge to a matrix of any rank (which may differ from the finite-sample rank). In particular, our method allows for a sequence of statistics for which the rank of the covariance matrix varies with the sample size. This rules out the cumbersome task of determining the asymptotic rank. Furthermore, we obtain valid inference for both types of singularity, finite sample or asymptotic, even though we emphasize the case of asymptotic singularity in the distributional results. The regularization method is valid even in the worst-case scenario where the covariance matrix converges to a zero matrix.

In regular setups, the regularized statistic is (asymptotically) identical to the standard one, while it is robust to rank deficiencies in problematic cases. ${ }^{1}$ Asymptotically valid tests can thus be performed regardless of the asymptotic rank. More specifically, a bound is easily obtained for the full-rank regularized statistic. The bound is appealing, because it relies on usual critical points for the full rank case and is invariant to the degree of rank deficiency. These results only require information on the distribution of the estimated restricted parameters, not the data generating process (DGP). The distribution of the estimator need not be Gaussian. Should the test based on the bound be conservative, this feature can be alleviated through simulation as soon as some information on the DGP is available.

If the covariance matrix estimator of an asymptotically normal random vector converges to a singular matrix, using its generalized inverse ( $g$-inverse) - rather than the $g$-inverse of the limit in the corresponding normalized quadratic form that defines a Wald-type statistic - yields a statistic whose asymptotic distribution is chi-square with a reduced number of degrees of freedom, provided the ranks of the estimated covariance matrix converges to the rank of the limit matrix; see Andrews (1987). Otherwise, the asymptotic distribution of the quadratic form is typically modified. In particular, when testing nonlinear restrictions, this can happen if an asymptotic rank deficiency obtains on sets of Lebesgue measure zero (e.g., at isolated points) in the parameter space. Problems of this type are quite varied in econometrics, such as many test problems in time series, (locally) redundant restrictions, (locally) redundant moment equations in GMM, tests on the determinant of a coefficient matrix (for reduced rank hypotheses), etc.

More specifically, in time series, situations that lead to asymptotic rank deficiencies include: tests on impulse response coefficients in VAR models, tests of Granger non-causality in VARMA models [Boudjellaba, Dufour and Roy (1992, 1994)], tests of noncausality at multiple horizons [Dufour and Renault (1998), Dufour, Pelletier and Renault (2006)], tests on the coefficients of cointegrated VAR processes [Sims, Stock and Watson (1990)], tests of long-run relationships in cointegrated systems [Gonzalo and Lee (1998)], stochastic discount factor specification tests in a GMM framework [Marin (1996), Kan and Robotti (2009), Peñaranda and Sentana (2012)], etc. ${ }^{2}$

Finite-sample and asymptotic singularities arise naturally with redundant constraints. When dealing with nonlinear conditional moment restrictions as in Gallant and Tauchen (1989) for the I-CAPM model, many parametric

[^1]restrictions turn out to be redundant; this creates collinearity problems for the Jacobian matrix. Redundant moment restrictions also arise in a dynamic panel GMM setting, when linear moment conditions imply nonlinear moment conditions under additional initial conditions on the dependent variable [Arellano and Bond (1991), Ahn and Schmidt (1995), Blundell, Bond and Windmeijer (2000), Doran and Schmidt (2006)] or when the number of parameters exceed the number of observations [Satchachai and Schmidt (2008)]. In view of such difficulties, Carrasco and Florens (2000), Carrasco, Chernov, Florens and Ghysels (2007), Carrasco, Florens and Renault (2007), and Carrasco (2012) regularize estimators when a continuum of moments is used in a GMM/IV framework. General work on estimation that uses regularization techniques for high dimensional covariance matrices can be found in Bickel and Levina (2004), Bickel and Levina (2008b, 2008a). On the estimation of high-dimensional covariance matrices for portfolio allocation and risk management, see also Ledoit and Wolf (2003, 2004), Fan, Fan and Lv (2008), Fan, Liao and Mincheva (2011), and Carrasco and Noumon (2011).

In this paper, we focus on testing issues. We propose a general approach to regularize singular covariance matrices in order to conduct valid Wald-type tests in two different ways: (1) relatively simple asymptotic bounds, and (2) a simulation-based approach that can handle non-standard distributions in the context we consider. To overcome the problem of asymptotic singularity, Lütkepohl and Burda (1997) propose to reduce the rank of the matrix estimator in order to satisfy Andrews's rank condition. In doing so, they set to zero the small problematic eigenvalues to produce a consistent estimator for the rank of the asymptotic covariance matrix. In the same vein, Gill and Lewbel (1992), Cragg and Donald (1996, 1997), Robin and Smith (2000) and Kleibergen and Paap (2006) focus on tests for the rank of a matrix that is unobserved, but for which a $\sqrt{n}$ consistent estimator is available. In contrast, we do not drop small problematic eigenvalues, which can increase power in finite samples. Unlike Cragg and Donald (1996, 1997) , Robin and Smith (2000) and Kleibergen and Paap (2006) who assume Gaussianity for the limiting distribution of the covariance matrix estimator, our methodology [based on the theory developed by Eaton and Tyler (1994)] is more general, since the availability of a $\sqrt{n}$ asymptotically Gaussian estimator is not required for the asymptotic covariance matrix. ${ }^{3}$ Al-Sadoon (2015) describes a general structure of rank test statistics; those are shown to be functions of implicit estimators of the null spaces of the matrix of interest. See also Doran and Schmidt (2006) for a reduced-rank weighting matrix estimate in highly-overidentified GMM setups; like Lütkepohl and Burda (1997), they discard the smallest eigenvalues to improve finite-sample properties of the estimate. Further, Gouriéroux and Jasiak (2009) have shown that the asymptotic distribution of the Wald statistic for testing the noninvertibility of a matrix $A$ based upon the estimated determinant is seriously affected when $A \equiv 0$. Moreover, the asymptotic distribution of a reduced-rank estimator of $A$ is different depending upon whether $A \equiv 0$ or $A \neq 0$; size distortions may result from using quantiles of the standard asymptotic distribution (i.e. those from $A \neq 0$ ).

When dealing with singular covariance matrices, usual inverses are discarded and replaced with $g$-inverses [see Moore (1977), Andrews (1987) for the generalized Wald tests] or modified inverses proposed by Lütkepohl and Burda (1997). However, when using $g$-inverses, it is important to remain aware of two difficulties. First, the continuous mapping theorem so widely used in econometrics to derive asymptotic distributional results does not apply anymore because $g$-inverses are not (necessarily) continuous [see Andrews (1987)]. Unlike eigenvalues, eigenvectors are not continuous functions of the elements of the matrix. Second, when using the singular value decomposition of a matrix, the eigenvectors corresponding to the eigenvalues with multiplicity larger than one, are not uniquely defined, which rules out convergence in the usual sense. Ignoring these difficulties can lead to distributional results which are stricto sensu wrong.

To address such difficulties, we introduce a class of regularized inverses whose convergence properties exploit the technique of total eigenprojection, i.e. an eigenprojection operator taken over a subset of the spectral set. Following Kato (1966) and Tyler (1981), we work with eigenprojection operators to overcome the discontinuity

[^2]and non-uniqueness of eigenvectors. A lemma given by Tyler (1981) states the continuity property for the total eigenprojection. As a result, the important continuity property is preserved for eigenvalues and eigenprojections even though eigenvectors are not continuous. We further define a perturbation function of the inverse of the eigenvalues called the variance regularizing function (VRF). The VRF modifies the small eigenvalues that fall below a certain threshold so that their inverse is well behaved whereas the large eigenvalues remain unchanged. Under specific regularity conditions, the regularized inverse converges to its regularized population counterpart. The distributional theory of the test statistic resulting from the total eigenprojection technique is therefore valid.

Our contributions can be summarized as follows. First, we introduce a novel mathematical object: a regularized inverse, which is contrasted with $g$-inverses. This new class of inverses has full rank, and satisfies a decomposition property: a regular component based on large eigenvalues, and a nonregular component based on small eigenvalues which may be associated with small or zero eigenvalues of the asymptotic covariance matrix. This matrix decomposition determines a corresponding decomposition of the regularized Wald statistic. Under simple conditions on the VRF, we show that the regularized inverse converges to its full rank regularized counterpart; the convergence holds component by component. Besides, the class of regularized inverses is general, including as special cases the spectral cut-off type inverse and a Tikhonov-type inverse. Second, we define a regularized Wald statistic that relies on a fixed value of the threshold in the $\operatorname{VRF} g(\lambda ; c)$. Another version allows the threshold to vary with the sample size, but requires more information about the behavior of estimated eigenvalues. The first regularized Wald statistic admits a nonstandard asymptotic distribution in the general case, which corresponds to a linear combination of chi-square variables if the restrictions are Gaussian. A conservative bound is then obtained for the distribution of the regularized Wald statistic. Hence, the test is asymptotically valid: usual critical points (given by the chi-square variable with full rank) can be used, but are conservative. Interestingly, the bound is invariant to the degree of rank deficiency of the covariance matrix. When the threshold goes to zero with the sample size, we obtain the spectral cut-off modified Wald statistic proposed by Lütkepohl and Burda (1997) as a special case. Under normality, the test statistic has the chi-square asymptotic distribution whose reduced rank is given by the number of eigenvalues greater than zero. Note that Lütkepohl and Burda's (1997) result only holds for distinct eigenvalues whereas our result accounts for eigenvalues with multiplicity larger than one. Third, to complement our bound, we propose three alternative ways to conduct the (regularized) Wald test by simulation: (i) when a DGP is completely specified, the distribution of the test statistic can be simulated by simulating the DGP; (ii) when the DGP is not available, but the asymptotic distribution of the estimator is known (at least in large sample), the test statistic can be simulated by simulating the estimator; (iii) when the restrictions (evaluated at the unrestricted parameter estimate) can be simulated, this also provides a way of simulating the test statistic. These three approaches require different amounts of information on the model and the estimator employed, so they have different reliabilities with respect to asymptotic error, nonlinearity and identification. For example, simulating under the law of the restrictions may allow one to bypass identification problems raised by the presence of unidentified parameters.

We investigate in a Monte Carlo experiment the finite and large-sample properties of the regularized test statistics. Our findings can be summarized as follows. i) Regarding level control, the standard Wald statistic (i.e., $W$ ) suffers from severe over-rejections in small samples, or from under-rejections in large samples in non-regular setups. Similarly, the reduced rank Wald statistic (i.e., $W_{L B}$ ) displays the same poor, finite sample behavior as the standard statistic in non-regular setups, with critical size distortions when parameter values approach the nonstationary region. However, it exhibits good size properties asymptotically. In contrast, the full-rank regularized statistic that uses the bound is conservative. We observe that this feature can be alleviated by using simulationbased versions of the regularized statistics. If one directly simulates the DGP, one can control the level of the test for the full-rank regularized statistic even in small samples. Thus, it is very important to simulate from a wellbehaved statistic to produce a reliable test. ii) In terms of power, the full-rank regularized test statistics do not entail a significant loss of power under the alternative compared to their oversized infeasible competitors $W$ and $W_{L B}$ in small samples for the asymptotic tests. Finally, the most striking result is the severe under-performance of the reduced rank statistic $W_{L B}$ in a regular setup. As already mentioned by Lütkepohl and Burda (1997), by
underestimating the true rank of the covariance matrix, this reduced rank statistic puts more weight on the first restriction that remains fulfilled in this case. A violation of the null hypothesis coming from the second restriction will not be detected by a statistic that underestimates the rank; a full-rank regularized statistic dominates in such a case. Thus, these results on power reinforce the better properties of the full-rank regularized statistics over the spectral cut-off one.
iii) We finally illustrate the procedure on U.S. data by conducting noncausality tests at several horizons to assess any causal relation between Saving, Investment, Growth and Foreign Direct Investment (FDI) (in the presence of (locally) redundant restrictions). While most of the procedures are not able to reject the null hypothesis that Saving does not cause Growth at all horizons, we unambiguously find that Growth causes Saving, and that Investment causes Growth in the presence of FDI on U.S. data. Our findings support the original literature by Houthakker (1961, 1965), and Modigliani (1970) at the cross-country level. Moreover, our findings confirm Dufour and Renault (1998, Proposition 4.5)'s results that in a $\operatorname{VAR}(1)$ model, it is sufficient to have noncausality up to horizon 2 for noncausality to hold at all horizons.

The paper is organized as follows. In Section 2 we describe a general framework with minimal assumptions. In Section 3, we provide specific examples in the presence of (asymptotic) singular covariance matrices. In Section 4, we introduce the class of regularized inverses. The regularized test statistic is presented in Section 5. In Section 6, we review and adapt some results on total eigenprojections. In Section 7, we establish the asymptotic properties of the new regularized inverse based on a fixed threshold. In Section 8, we state new asymptotic distributional results for the regularized Wald test statistic that uses a fixed threshold. We exploit the decomposition of the regularized statistic to derive an upper bound. In Section 9, we obtain, as a special case, the Lütkepohl and Burda's (1997) result in the Gaussian case. In Section 10, we propose three alternative ways to conduct the (regularized) test through simulations depending upon the available information: from the DGP, from the distribution of the estimator of the parameters, or from the restrictions. Furthermore, the finite and large sample properties of the regularized statistics are assessed through Monte Carlo experiments in Section 11. Finally, we illustrate the procedure by conducting noncausality tests at several horizons on U.S. data in Section 12. Concluding remarks follow while the proofs are gathered in the appendix.

## 2. Framework

Consider a family of probability spaces $\left\{\left(\mathcal{L}, \mathcal{A}_{\mathcal{L}}, \overline{\mathbb{P}}_{\theta}\right): \theta \in \Omega\right\}$, where $\mathcal{L}$ is a sample space, $\mathcal{A}_{\mathcal{L}}$ is a $\sigma$-algebra of subsets of $\mathcal{L}$, and $\overline{\mathbb{P}}_{\theta}$ is a probability measure on the measurable space $\left(\mathcal{L}, \mathcal{A}_{\mathcal{L}}\right)$ indexed by a parameter $\theta$ in $\Omega \subset \mathbb{R}^{p}$. The sets $\mathcal{L}, \mathcal{A}_{\mathcal{L}}$, and $\Omega$ are all nonempty. Suppose we are interested by a transformation $\psi: \Omega_{1} \rightarrow \Psi$, defined on a nonempty subset $\Omega_{1}$ of $\Omega$ on which we want to test hypotheses of the form $H_{0}\left(\psi_{0}\right): \psi(\theta)=\psi_{0}$. Let $\Gamma_{0}$ be a nonempty subset of $\Psi, \Omega_{0}=\left\{\theta \in \Omega_{1} \subset \mathbb{R}^{p}: \psi(\theta) \in \Gamma_{0} \subset \mathbb{R}^{q}\right\}$. We also assume that the sets $\Omega$ and $\Psi$ possess metric space structures. In this case, inferences about $\theta$ or $\psi(\theta)$ will be based on $\mathcal{A}_{\mathcal{L}}$-measurable observation (vector) $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ in a space $\mathcal{Y}$, with $n$ denoting the sample size. The complete measurable space $\left(\mathcal{Y}, \mathcal{A}_{\mathcal{Y}}\right)$ induced by $Y$ on $\mathcal{Y}$ is the same for all $\theta \in \Omega$. The probability measure determined by $\overline{\mathbb{P}}_{\theta}$ on $\left(\mathcal{Y}, \mathcal{A}_{\mathcal{Y}}\right)$ is denoted by $\mathbb{P}_{\theta}=\mathbb{P}_{\theta}(y)$ for any $\theta \in \Omega$. A usual test statistic for testing the null hypothesis is the Wald-type statistic as soon as a consistent estimator $\hat{\psi}_{n}$ of the restrictions is available. We first consider a general Wald-type statistic based on an arbitrary weighting matrix $A_{n}$ :

$$
\begin{equation*}
W_{n}\left(\psi_{0}\right)=a_{n}^{2}\left[\hat{\psi}_{n}-\psi_{0}\right]^{\prime} A_{n}\left[\hat{\psi}_{n}-\psi_{0}\right] . \tag{2.1}
\end{equation*}
$$

$W_{n}$ is continuous with respect to (w.r.t) the restrictions and the weighting matrix $A_{n}$ which allows fairly weak conditions. Usually $A_{n}$ is the inverse of a covariance matrix estimator $\Sigma_{n}$ for $\hat{\psi}_{n}$. However, this specification allows more general forms of the weighting matrix $A_{n}$. More generally, this setup includes as special cases either the well-known standard case whenever the estimator and its limit have full rank - in that case $A_{n}=\Sigma_{n}^{-1}$ -
or deficient ranks with $A_{n}=\Sigma_{n}^{\dagger}$. In other words, the method we propose is applicable under more general assumptions: it is valid even though the finite sample (covariance) matrix $\Sigma_{n}$ is not invertible (hence requiring a $g$-inverse), or is invertible but converges to a singular population matrix $\Sigma$. For notations $\underset{n \rightarrow \infty}{\mathcal{L}}, \xrightarrow{\text { a.s. }}$ and $\xrightarrow{p}$ denote the convergence in law, the almost sure convergence and the convergence in probability respectively, and $\mathcal{L}(X)$ denotes the law of $X$. Let $\hat{\psi}_{n}$ satisfy the following assumption.

Assumption 2.1 Convergence in law of the restrictions. Let $X_{n}$ and $X$ be random vectors in $\mathbb{R}^{q}$. $a_{n}$ is a sequence of real constants such that $a_{n} \rightarrow \infty$, and $X_{n} \equiv a_{n}\left(\hat{\psi}_{n}-\psi\right) \underset{n \rightarrow \infty}{\mathcal{L}} X$, where $\mathcal{L}(X)$ is known.

Assumption 2.1 significantly enlarges the family of admissible laws for $\hat{\psi}_{n}$; the typical Gaussian distribution for $X$ can easily be replaced by a chi-square distribution, or a Cauchy distribution. Generally speaking, any distribution that can be consistently estimated by simulations is admissible. Therefore, if $\mathcal{L}(X)$ is not known, but can be simulated through bootstrap techniques, e.g., then the techniques proposed in this paper can be applied to provide valid tests under nonregular conditions. More importantly, note that Assumption $\mathbf{2 . 1}$ only requires that $\psi$ is identified; in other words, $\theta$ can be unidentified, but there exist transformations of $\theta$, i.e. $\psi(\theta)$, that can be identified. In regression problems, it is frequent to encounter situations where only certain components of the parameter of interest $\theta$ are identified; in such a case, inference is limited to the identified components. Whereas Lütkepohl and Burda (1997) assume the availability of an asymptotically Gaussian estimator of $\theta$, as in equation (2.4), that unnecessarily restricts to situations where $\theta$ is identified, we relax this assumption here. In doing so, we allow for situations of weak identification only to the extent that $\psi(\theta)$ is identified. Note that $\psi$ will alternately equal $\psi_{0}$ under the null hypothesis, or $\psi_{1}$ under the alternative. Of course, the distributions characterizing the null and the alternative are distinct.

Further, a general condition given by Eaton and Tyler (1994) states the convergence result for the weighting matrix $A_{n}$ (or a set of parameters).

Assumption 2.2 EAton-Tyler Condition. $A_{n}$ is a sequence of $p \times q$ real random matrices and $A$ is a $p \times q$ real nonstochastic matrix such that $Q_{n}=b_{n}\left(A_{n}-A\right) \underset{n \rightarrow \infty}{\mathcal{L}} Q$, where $b_{n}$ is a sequence of real constants such that $b_{n} \rightarrow+\infty$, and $Q$ a random matrix.

Note that Assumption 2.2 is less restrictive than Robin and Smith (2000, Assumption 2.2) and Kleibergen and Paap (2006, Assumption 1, p. 103). Indeed, Assumption 2.2 allows situations whose matrix estimator is not asymptotically Gaussian. The Eaton-Tyler condition is stated for rectangular matrices, but most of the time we will consider square matrices that are symmetric with real eigenvalues. Assumptions $\mathbf{2 . 1}$ and $\mathbf{2 . 2}$ will define the cornerstone for the validity of the distributional results developed further. In particular, the convergence of ranks property between the sample matrix and its population counterpart is not required in the full-rank regularization case contrary to the reduced-rank one. It is also important to note that the generality of Assumption $\mathbf{2 . 2}$ enables a mixture of a continuous distribution and of a Delta-Dirac distribution at an eigenvalue $\lambda=c$. Therefore, it is not superfluous to examine this case, especially for non-continuous distributions of matrices and their eigenvalues, to provide a thorough and comprehensive distributional theory. Note that Assumption 2.2 implies that $A_{n} \xrightarrow{p} A$. Under Assumptions $\mathbf{2 . 1}$ and 2.2, we can easily obtain the distribution of the Wald statistic $W_{n}\left(\psi_{0}\right)$ given in a general form.

Lemma 2.3 Under Assumption 2.1 and 2.2, the statistic $W_{n}\left(\psi_{0}\right)$ defined in equation (2.1) is such that:

$$
\begin{equation*}
W_{n}\left(\psi_{0}\right) \underset{n \rightarrow \infty}{\mathcal{L}} X^{\prime} A X \tag{2.2}
\end{equation*}
$$

The general form of the statistic $W_{n}\left(\psi_{0}\right)$ in equation (2.1) based on the general weighting matrix $A_{n}$ bypasses any issue related to the invertibility of the covariance matrix estimator $\Sigma_{n}$. As soon as a pseudo-inverse can be found, one can conduct the test, at the cost of a slightly more intricate distributional theory. Most of the time, the Wald test is implemented using the inverse of the covariance matrix of the restrictions under normality. Indeed, if normality is assumed as in Assumption 2.5 below, the Wald statistic follows a chi-square distribution with the degree of freedom given by the rank of the asymptotic covariance matrix. Intentionally, $a_{n}$ in equation (2.1) represents a convergence rate that may be different from the conventional $\sqrt{n}$ to precisely allow situations where some components of $\hat{\psi}_{n}$, or linear combinations of them, may converge faster or slower than $\sqrt{n}$. It is wellknown in the faster case that superconsistent estimators can raise asymptotic singularity problems for $\Sigma_{n}$, when not suitably scaled; see Hamilton (1994, chapter 16, page 457-460) for a simple time trend model.

While $\psi(\theta)$ in Assumption 2.1 can accommodate some identification problems on some components of $\theta$, it might involve some discontinuity at some specific values, e.g., $\left\{\theta=\left(\theta_{1}, \theta_{2}\right) \in \Omega: \theta_{2}=0\right\}$ for $\psi(\theta)=\theta_{1} / \theta_{2}$. In this case, one should rather work with $\theta$ and place oneself under the alternative assumption:

Assumption 2.4 Convergence in law of the estimator of the parameter. Let $\tilde{X}_{n}$ and $\tilde{X}$ be random vectors in $\mathbb{R}^{p}$. $\tilde{a}_{n}$ is a sequence of real constants such that $\tilde{a}_{n} \rightarrow \infty$, and $\tilde{X}_{n} \equiv \tilde{a}_{n}\left(\hat{\theta}_{n}-\theta\right) \underset{n \rightarrow \infty}{\underset{\rightarrow}{\mathcal{X}}} \tilde{X}$, where $\mathcal{L}(\tilde{X})$ is known.

Finally, a data generating process (DGP) may be available in specific settings. One could exploit the DGP (or the corresponding parametric model) to derive the distribution of $\hat{\theta}_{n}$ or that of $\psi\left(\hat{\theta}_{n}\right)$, as established in the assumptions above. Let us express the usual Wald statistic as a function of the parameter $\theta$ :

$$
\begin{equation*}
W_{n}\left(\hat{\theta}_{n}, A_{n}\right)=a_{n}^{2}\left[\psi\left(\hat{\theta}_{n}\right)-\psi(\theta)\right]^{\prime} A_{n}\left[\psi\left(\hat{\theta}_{n}\right)-\psi(\theta)\right] . \tag{2.3}
\end{equation*}
$$

The knowledge of the parameter $\theta$ completely specifies the distribution of the data. Most of the time, the weighting matrix $A$, as well as its sample analog $A_{n}$, is interpreted as a covariance matrix. Nevertheless, such an interpretation is very restrictive and discards distributions whose moments do not exist, e.g., the Cauchy distribution. Therefore, Assumptions $\mathbf{2 . 1}$ and $\mathbf{2 . 2}$ are purposely formulated to allow such degenerate distributions. Let us now focus on the usual case where the weighting matrix $A_{n}$ in Assumption 2.2 is equal to $\Sigma_{n}$, i.e., a consistent estimator of the limiting covariance matrix $\Sigma$ of the restrictions.

A special case of Assumptions $\mathbf{2 . 1}$ and $\mathbf{2 . 2}$ that is usually encountered in the econometric literature consists in specifying a Gaussian distribution for $X$ whose parametrization hinges on $\Sigma$ with $a_{n}=\sqrt{n}$ as in Lütkepohl and Burda (1997).

Assumption 2.5 Root-n asymptotic normality. Let $X_{n}$ and $X$ be random vectors in $\mathbb{R}^{q}$. $X_{n} \equiv$ $\sqrt{n}\left(\psi\left(\hat{\theta}_{n}\right)-\psi(\theta)\right) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} X$, where $\mathcal{L}(X)=N(0, \Sigma)$ and $\Sigma$ is a fixed $q \times q$ matrix.

Note that Assumption 2.5 allows for the most degenerate case corresponding to $\Sigma=0$. In this case, $d_{j}=0$, with $m(0)=q$. Usually, one derives the asymptotic normality of the restrictions from the root-n asymptotic normality of the estimator $\hat{\theta}_{n}$ of the underlying parameter $\theta$ through the delta method, i.e.,

$$
\begin{equation*}
\sqrt{n}\left(\hat{\theta}_{n}-\theta\right) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} N\left(0, \Sigma_{\theta}\right) . \tag{2.4}
\end{equation*}
$$

This requires the continuously differentiability of the restrictions unlike Assumption 2.1. In doing so, econometricians unnecessarily restrict the family of admissible restrictions to those for which the delta method is applicable. Thus, when the delta method is applied to the Gaussian estimator given in equation (2.4), the covariance matrix has the typical form $\Sigma=P(\theta) \Sigma_{\theta} P(\theta)^{\prime}$ which critically hinges on the differentiability of the restrictions, i.e. $P(\theta)=\partial \psi(\theta) / \partial \theta^{\prime}$ as in Lütkepohl and Burda (1997). By contrast, Andrews (1987, Theorem 1) does not rely on
the differentiability property of the restrictions, nor on the delta method, but on the Gaussian distribution of the random variable $X$, and on the consistency of the sample covariance matrix to its population counterpart. Indeed, any weighting matrix can be used in the Wald statistic but only the covariance matrix of the restrictions yields the standard chi-square distribution. If a different weighting matrix is used instead, the distribution may be modified as seen further.

Further, among regularity conditions usually made when conducting tests based on quadratic forms such as Wald-type tests, is the well-known rank condition for the covariance matrix. When $\Sigma$ and $\Sigma_{n}$ have full ranks, we are in the regular case with the $q \times q$-weighting matrix $\Sigma$ being nonsingular, and therefore $W_{n}\left(\psi_{0}\right)$ has an asymptotic $\chi^{2}(q)$ distribution. This is not necessarily true, however, if $\Sigma$ is singular. In this case, $\Sigma$ does not admit a usual inverse, but can still be inverted by means of a generalized inverse. However, when the population matrix $\Sigma$ has a reduced rank, the rank of the sample matrix has to converge almost surely (a.s.) towards the reduced rank of the population matrix for the quadratic form to have a limiting chi-square distribution, with fewer degrees of freedom, when the restrictions are assumed to be asymptotically Gaussian. This is the case covered by Andrews (1987). We shall relax this assumption in the paper.

## 3. Examples

In this section, we provide examples of asymptotic singularity for the covariance matrix that may affect the distribution of the Wald test statistic.

### 3.1. Multistep noncausality

As already observed by Lütkepohl and Burda (1997), when testing for noncausality with a Wald test statistic, one may encounter singular asymptotic covariance matrices. For the sake of comparison, we examine the example studied by Lütkepohl and Burda (1997). For simplicity, a VAR(1) process is considered for the $(3 \times 1)$ vector $\mathrm{y}_{t}=\left[x_{t} y_{t} z_{t}\right]^{\prime}$ as follows:

$$
\left[\begin{array}{l}
x_{t} \\
y_{t} \\
z_{t}
\end{array}\right]=A_{1}\left[\begin{array}{l}
x_{t-1} \\
y_{t-1} \\
z_{t-1}
\end{array}\right]+u_{t}=\left[\begin{array}{lll}
\theta_{x x} & \theta_{x y} & \theta_{x z} \\
\theta_{y x} & \theta_{y y} & \theta_{y z} \\
\theta_{z x} & \theta_{z y} & \theta_{z z}
\end{array}\right]\left[\begin{array}{l}
x_{t-1} \\
y_{t-1} \\
z_{t-1}
\end{array}\right]+\left[\begin{array}{l}
u_{x, t} \\
u_{y, t} \\
u_{z, t}
\end{array}\right]
$$

Suppose $Y \equiv\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right), B \equiv\left(A_{1}\right), Z_{t} \equiv\left[\mathrm{y}_{t}\right], \quad Z \equiv\left(Z_{0}, \ldots, Z_{n-1}\right), U \equiv\left[u_{t}\right]_{t=1, \ldots, n}=\left(u_{1}, \ldots, u_{n}\right)$, where $u_{t}=\left[\begin{array}{lll}u_{x, t} & u_{y, t} & u_{z, t}\end{array}\right]^{\prime}$ is a white noise with a $(3 \times 3)$ nonsingular covariance matrix $\Sigma_{u}$. Using the standard column stacking operator vec, let $\theta=\operatorname{vec}\left(A_{1}\right)=\operatorname{vec}(B)$, where $B$ is $(3 \times 3)$ and $Y, Z$ and $U$ are $(3 \times n)$.
Testing the null hypothesis of multi-step noncausality running from $y$ to $x$, i.e. $H_{0}: y_{t} \stackrel{(\infty)}{\nrightarrow} x_{t}$, requires to test 2 restrictions on $\theta$ of the following form [see Dufour and Renault (1998)]:

$$
\psi(\theta)=\left[\begin{array}{c}
\theta_{x y} \\
\theta_{x x} \theta_{x y}+\theta_{x y} \theta_{y y}+\theta_{x z} \theta_{z y}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

These restrictions are fulfilled in the following three parameter settings:

$$
\begin{gather*}
\theta_{x y}=\theta_{x z}=0, \quad \theta_{z y} \neq 0 \\
\theta_{x y}=\theta_{z y}=0, \quad \theta_{x z} \neq 0 \\
\theta_{x y}=\theta_{x z}=\theta_{z y}=0 \tag{3.1}
\end{gather*}
$$

We observe that the first-order partial derivative of the restrictions leads to a singular matrix

$$
\frac{\partial \psi}{\partial \theta^{\prime}}=\left[\begin{array}{ccccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0  \tag{3.2}\\
\theta_{x y} & 0 & 0 & \theta_{x x}+\theta_{y y} & \theta_{x y} & \theta_{x z} & \theta_{z y} & 0 & 0
\end{array}\right]
$$

if (3.1) holds. Under such circumstances, the Wald test statistic does not have the standard chi-square distribution under the null.

### 3.2. Jacobian matrix degenerate at isolated values for a stochastic volatility model

A two-step GMM-type estimator for estimating $\theta=\left(a_{w}, r_{w}, r_{y}\right)^{\prime}$ has been proposed by Dufour and Valéry (2009) in the context of a lognormal stochastic volatility model:

$$
\begin{gathered}
y_{t}=c y_{t-1}+u_{t}, \quad|c|<1, \\
u_{t}=\left[r_{y} \exp \left(w_{t} / 2\right)\right] z_{t}, \\
w_{t}=a_{w} w_{t-1}+r_{w} v_{t}, \quad\left|a_{w}\right|<1
\end{gathered}
$$

based on the following moment conditions: $\mu_{2}(\theta)=\mathrm{E}\left(u_{t}^{2}\right)=r_{y}^{2} \exp \left[(1 / 2) r_{w}^{2} /\left(1-a_{w}^{2}\right)\right], \mu_{4}(\theta)=\mathrm{E}\left(u_{t}^{4}\right)=$ $3 r_{y}^{4} \exp \left[2 r_{w}^{2} /\left(1-a_{w}^{2}\right)\right], \mu_{2,2}(1 \mid \theta)=\mathrm{E}\left[u_{t}^{2} u_{t-1}^{2}\right]=r_{y}^{4} \exp \left[r_{w}^{2} /\left(1-a_{w}\right)\right]$. Testing for homoskedasticity $\left(a_{w}=\right.$ $\left.r_{w}=0\right)$ in this model can be written $\psi(\theta)=0$ with $\psi(\theta)=\left(a_{w}, r_{w}\right)^{\prime}$; there are two restrictions, and the derivative matrix of the restrictions

$$
P(\theta)=\frac{\partial \psi}{\partial \theta^{\prime}}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

has full rank two, so it is regular. However, the Jacobian of the moment conditions does not have full rank when evaluated at a point that satisfies the null hypothesis: it is easily shown that

$$
\frac{\partial \mu}{\partial \theta^{\prime}}=\left[\begin{array}{rrr}
0 & 0 & 2 r_{y}  \tag{3.3}\\
0 & 0 & 12 r_{y}^{3} \\
0 & 0 & 4 r_{y}^{3}
\end{array}\right]
$$

when $a_{w}=r_{w}=0$, so that the Jacobian $\partial \mu / \partial \theta^{\prime}$ has at most rank one (instead of three in the full-rank case). But GMM identification requires a full-rank Jacobian; see Newey and McFadden (1994, p. 2127).

Thus, $\partial \mu / \partial \theta^{\prime}$ typically has full rank when it is evaluated at a point that does not satisfy the null hypothesis, for example at an unrestricted point estimate of $\theta$, as in Wald-type statistics. Therefore, the rank of $\partial \mu / \partial \theta^{\prime}$, when evaluated at an unrestricted point estimate of $\theta$, generally exceeds the rank of $\partial \mu / \partial \theta^{\prime}$ evaluated at the true $\theta$ when $a_{w}=r_{w}=0$ holds. This again violates the standard regularity condition entailing a non-regular asymptotic distribution for the Wald statistic.

## 3.3. (Locally) singular restrictions

In their paper, Dufour, Renault and Zinde-Walsh (2014) provide a general characterization of the asymptotic distribution of the Wald statistic under asymptotic singularity. They derive a wide array of asymptotic distributions for the original Wald statistic (without modification) possibly involving nuisance parameters for a given null hypothesis; bounds are also derived. Although very general, the characterization of the Wald statistic in irregular setups is very complicated. For instance, suppose one wants to test a null hypothesis of the form: $H_{0}: \theta_{1} \theta_{2}=0$ and $\theta_{1}=0$ where the second restriction is clearly redundant. In this case $\psi(\theta)=\left[\theta_{1} \theta_{2}, \theta_{1}\right]$, and

$$
P(\theta)=\left[\begin{array}{cc}
\theta_{2} & \theta_{1} \\
1 & 0
\end{array}\right]
$$

Suppose an asymptotically Gaussian estimator is available for $\theta$, i.e., $\sqrt{n}\left(\hat{\theta}_{n}-\bar{\theta}\right) \underset{n \rightarrow \infty}{\stackrel{L}{\longrightarrow}} Z \sim \mathrm{~N}[0, I]$ When $\theta_{1}=0$ and $\theta_{2} \neq 0$, the rank of $P(\theta)$ above evaluated at these values clearly boils down to one instead of two. The covariance matrix

$$
\Sigma=P(\theta)^{\prime} I P(\theta)=\left(\begin{array}{cc}
\theta_{2}^{2} \theta_{1}^{2} & \theta_{2} \\
\theta_{2} & 1
\end{array}\right)
$$

whose inverse corresponds to

$$
\Sigma^{-1}=\frac{1}{\left(\theta_{2}^{2} \theta_{1}^{2}-\theta_{2}^{2}\right)}\left(\begin{array}{cc}
1 & -\theta_{2} \\
-\theta_{2} & \theta_{2}^{2} \theta_{1}^{2}
\end{array}\right)
$$

Thus as shown in Dufour et al. (2014), the Wald statistic is equal to:

$$
W_{n}=n \psi(\hat{\theta})^{\prime} \hat{\Sigma}^{-1} \psi(\hat{\theta})=n \hat{\theta}_{1}^{2} \xrightarrow{\mathcal{L}} \chi^{2}(1) \leq \chi^{2}(2),
$$

with $\hat{\Sigma}$ corresponding to a consistent estimate of $\Sigma$. Hence, standard critical values based on $\chi^{2}(2)$ are conservative. For more examples of irregular Wald statistics, please see Dufour et al. (2014).

## 4. Regularized inverses

The methodology proposed applies to any symmetric matrices (covariance matrices). We first introduce some notations. Let $\bar{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{q}\right)^{\prime}$ where $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{q}$ are the eigenvalues of a $q \times q$ (covariance) matrix $\Sigma$, and $V$ an orthogonal matrix such that $\Sigma=V \Lambda V^{\prime}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{q}\right)$. Specifically, $V$ consists of eigenvectors of the matrix $\Sigma$ ordered so that $\Sigma V=V \Lambda$. Let $m(\lambda)$ be the multiplicity of the eigenvalue $\lambda$. Although the matrix $\Lambda$ is uniquely defined, the matrix $V$ consisted of the eigenvectors is not uniquely defined when there is an eigenvalue with multiplicity $m(\lambda)>1$. The eigenvectors which correspond to eigenvalues with $m(\lambda)>1$ are uniquely defined only up to post-multiplication by an $m(\lambda) \times m(\lambda)$ orthogonal matrix. Moreover, let $\Sigma_{n}$ be a consistent estimator of $\Sigma$ with eigenvalues $\lambda_{1}\left(\Sigma_{n}\right) \geq \lambda_{2}\left(\Sigma_{n}\right) \geq \ldots \geq \lambda_{q}\left(\Sigma_{n}\right)$ and $V_{n}$ an orthogonal matrix such that $\Sigma_{n}=V_{n} \Lambda_{n} V_{n}^{\prime}$ where $\Lambda_{n}=\operatorname{diag}\left[\lambda_{1}\left(\Sigma_{n}\right), \ldots, \lambda_{q}\left(\Sigma_{n}\right)\right]$. For $c>0$, we denote $q(\Sigma, c)$ the number of eigenvalues $\lambda$ such that $\lambda>c$ and $q\left(\Sigma_{n}, c\right)$ the number of eigenvalues $\lambda\left(\Sigma_{n}\right)$ such that $\lambda\left(\Sigma_{n}\right)>c$. If $\operatorname{rank}\left(\Sigma_{n}\right)=\operatorname{rank}(\Sigma)=q$ with probability 1, i.e. both matrices are a.s. nonsingular, so the inverses $\Sigma^{-1}=$ $V \Lambda^{-1} V^{\prime}$ and $\Sigma_{n}^{-1}=V_{n} \Lambda_{n}^{-1} V_{n}^{\prime}$ are a.s. well defined. However, if $\operatorname{rank}(\Sigma)<q$ and $\operatorname{rank}\left(\Sigma_{n}\right) \leq q$, we need to make adjustments. For this, we define a regularized inverse of a (covariance) matrix $\Sigma$ as below.

Definition 4.1 Definition of the regularized inverse . $\Sigma$ is a $q \times q$ real symmetric semidefinite positive matrix with $\operatorname{rank}(\Sigma) \leq q$. Its regularized inverse is $\Sigma^{R}(c)=V \Lambda^{\dagger}(c) V^{\prime}$ where $\Lambda^{\dagger}(c)=\Lambda^{\dagger}[\bar{\lambda} ; c]=$ $\operatorname{diag}\left[g\left(\lambda_{i} ; c\right)\right]_{i=1, \ldots, q} ; \operatorname{diag}(\cdot)$ represents a diagonal matrix; $g(\lambda ; c) \geq 0$, with $c \geq 0 ; g(\lambda ; c)=\frac{1}{\lambda}$ for $\lambda>c$, and $g(\lambda ; c)$ is bounded.

The scalar function $g(\lambda ; c)$ modifies the inverse of the eigenvalues for the inverse to behave in a neighborhood of the true values. We shall call it the (variance) regularization function (VRF). The VRF perturbs the small eigenvalues in order to stabilize their inverse, preventing them from exploding.

We now introduce a partition of the matrix $\Lambda^{\dagger}(c)$ into three submatrices where $c$ represents a threshold which may depend on the sample size and possibly on the sample itself, i.e. $c=c\left[n, Y_{n}\right]$ :

$$
\Lambda^{\dagger}(c)=\left(\begin{array}{ccc}
\Lambda_{1}^{\dagger}[\bar{\lambda} ; c] & 0 & 0  \tag{4.1}\\
0 & \Lambda_{2}^{\dagger}[\bar{\lambda} ; c] & 0 \\
0 & 0 & \Lambda_{3}^{\dagger}[\bar{\lambda} ; c]
\end{array}\right)
$$

Let $q_{i}=\operatorname{dim} \Lambda_{i}^{\dagger}[\bar{\lambda} ; c]$, for $i=1,2,3$, with $q_{1}=q(\Sigma, c), q_{2}=m(c)$ and $q_{3}=q-q_{1}-q_{2} . \quad m(c)$ denotes the multiplicity of the eigenvalue $\lambda=c$ (if any). The three components correspond to $\Lambda_{1}^{\dagger}[\bar{\lambda} ; c]=$ $\operatorname{diag}\left[g\left(\lambda_{1} ; c\right), \ldots, g\left(\lambda_{q_{1}} ; c\right)\right] \quad$ for $\quad \lambda>c \quad, \Lambda_{2}^{\dagger}[\bar{\lambda} ; c]=g(c ; c) I_{q_{2}} \quad$ for $\quad \lambda=c \quad, \Lambda_{3}^{\dagger}[\bar{\lambda} ; c]=$ $\operatorname{diag}\left[g\left(\lambda_{q_{1}+q_{2}+1} ; c\right), \ldots, g\left(\lambda_{q} ; c\right)\right] \quad$ for $\quad \lambda<c$. More specifically, the large eigenvalues that fall above the threshold $c$ remain unchanged whereas those equal to or smaller than the threshold are (possibly) modified to stabilize their inverse. Thus, the first component is "regular" and remains unmodified, while the others may not be "regular". In particular, the third component requires a regularization. Indeed, because of the invertibility difficulties raised from small values of $\lambda$, we shall replace the latter with eigenvalues bounded away from zero. Instead of using a spectral cut-off Moore Penrose inverse, we propose a full-rank regularized matrix. This regularization encompasses the spectral cut-off type regularization as a special case. Indeed, the spectral cut-off Moore Penrose inverse sets to zero all small problematic eigenvalues, i.e. $\Lambda_{2}^{\dagger}[\bar{\lambda} ; c]=\Lambda_{3}^{\dagger}[\bar{\lambda} ; c]=0$, yielding a reduced-rank matrix.

Let $V_{1}$ be a $q \times q_{1}$ matrix whose columns are the eigenvectors associated with the eigenvalues $\lambda>c$ arranged in the same order as the eigenvalues. The eigenvectors associated with $\lambda>c$ form a basis for the eigenspace corresponding to $\lambda$. If $m(\lambda)=1$, these eigenvectors are uniquely defined, otherwise not. The same holds for the $q \times q_{2}$ matrix $V_{2}$ whose columns are the eigenvectors associated with the eigenvalues $\lambda=c$ and for the $q \times q_{3}$ matrix $V_{3}$ whose columns are the eigenvectors associated with the eigenvalues $\lambda<c . \Lambda_{1}^{\dagger}\left[\lambda\left(\Sigma_{n}\right) ; c\right]$, $\Lambda_{2}^{\dagger}\left[\lambda\left(\Sigma_{n}\right) ; c\right], \Lambda_{3}^{\dagger}\left[\lambda\left(\Sigma_{n}\right) ; c\right], V_{1 n}, V_{2 n}$ and $V_{3 n}$ denote the corresponding quantities based on the sample analog $\Sigma_{n}$, with $\operatorname{dim} \Lambda_{1}\left[\lambda\left(\Sigma_{n}\right) ; c\right]=\hat{q}_{1}=\operatorname{card}\left\{i \in I: \lambda_{i}\left(\Sigma_{n}\right)>c\right\}, \operatorname{dim} \Lambda_{2}\left[\lambda\left(\Sigma_{n}\right) ; c\right]=\hat{q}_{2}=\operatorname{card}\left\{i \in I: \lambda_{i}\left(\Sigma_{n}\right)=c\right\}$, $\operatorname{dim} \Lambda_{3}\left[\lambda\left(\Sigma_{n}\right) ; c\right]=\hat{q}_{3}=\operatorname{card}\left\{i \in I: \lambda_{i}\left(\Sigma_{n}\right)<c\right\}$, respectively. Using (4.1), the regularized inverse can be decomposed as follows:

$$
\Sigma^{R}(c)=V \Lambda^{\dagger}(c) V^{\prime}=\left[\begin{array}{lll}
V_{1} & V_{2} & V_{3}
\end{array}\right]\left(\begin{array}{ccc}
\Lambda_{1}^{\dagger}[\bar{\lambda} ; c] & 0 & 0  \tag{4.2}\\
0 & \Lambda_{2}^{\dagger}[\bar{\lambda} ; c] & 0 \\
0 & 0 & \Lambda_{3}^{\dagger}[\bar{\lambda} ; c]
\end{array}\right)\left[\begin{array}{l}
V_{1}^{\prime} \\
V_{2}^{\prime} \\
V_{3}^{\prime}
\end{array}\right]=\sum_{i=1}^{3} \Sigma_{i i}^{R}(c)
$$

where $\Sigma_{i i}^{R}(c)=V_{i} \Lambda_{i}^{\dagger}(c) V_{i}^{\prime} \quad i=1,2,3$ and $\Lambda_{i}^{\dagger}(c)=\Lambda_{i}^{\dagger}[\bar{\lambda} ; c]$ for the sake of notational simplicity. Likewise $\Sigma$ can be decomposed as:

$$
\begin{equation*}
\Sigma=V \Lambda V^{\prime}=\sum_{i=1}^{3} \Sigma_{i i}(c)=\sum_{i=1}^{3} V_{i} \Lambda_{i}(c) V_{i}^{\prime} \tag{4.3}
\end{equation*}
$$

where $\Sigma_{i i}(c)=V_{i} \Lambda_{i}(c) V_{i}^{\prime} ; \Lambda_{1}(c)=\operatorname{diag}(\lambda)_{\lambda>c}, \Lambda_{2}(c)=\operatorname{diag}(\lambda)_{\lambda=c}$ and $\Lambda_{3}(c)=\operatorname{diag}(\lambda)_{\lambda<c}$. In the absence of zero eigenvalues, the usual inverse can be computed as $\Sigma^{-1}=V \Lambda^{-1} V^{\prime}=\sum_{i=1}^{3} \Sigma_{i i}^{-1}(c)=\sum_{i=1}^{3} V_{i} \Lambda_{i}^{-1}(c) V_{i}^{\prime}$. Let us establish some useful properties for the regularized inverses, with $I_{q}$ denoting a conformable identity matrix.

Property 1 PRoperty of The regularized inverses. Let $\Sigma=V \Lambda V^{\prime}$ be a positive semidefinite matrix, such that $\lambda_{1} \geq \cdots \geq \lambda_{q} \geq 0$. Let $\lambda g(\lambda ; c) \leq 1 \forall \lambda$. Then, the regularized inverse $\Sigma^{R}(c)$ of $\Sigma$, defined in 4.1, satisfies the following relations.

1. [i)]
2. $\Sigma \Sigma^{R}(c)=\Sigma^{R}(c) \Sigma \leq I_{q}$;
3. $T \Sigma^{R}(c) T \leq I_{q}$, where $T=V \Lambda^{1 / 2} V^{\prime}$ is the square root of $\Sigma$;
4. $\Sigma \Sigma^{R}(c) \Sigma \leq \Sigma$;
5. if $g(\lambda ; c)>0$, then $\left(\Sigma^{R}(c)\right)^{-1} \geq \Sigma$;
6. if $\lambda>0$ then $g(\lambda ; c)>0$ and $\operatorname{rank}\left(\Sigma^{R}(c)\right) \geq \operatorname{rank}(\Sigma)$.

It is important to notice that any transformation of the original matrix $\Sigma$ that diminishes the inverse $\Sigma^{R}(c)$ satisfies relation $i v$ ). Note that the generalized inverses usually denoted by $\Sigma^{-}$share properties $i$ ) and $i i i$ ) with the regularized inverses. By contrast, property $i i i$ ) appears as a dominance relation for the regularized inverse as opposed to $g$-inverses for which $\Sigma \Sigma^{-} \Sigma=\Sigma$. Result $v$ ) is well known for $g$-inverses and is related to generalized inverse with maximal rank. See Rao and Mitra (1971, Lemmas 2.2.1 and 2.2.3 page 20-21)] for results $i i i$ ) and $v$ ) regarding $g$-inverses. Finally, note that $i i$ ) is another way of formulating $i$, and can be useful for sandwich estimators.

## 5. Regularized Wald statistic

In this section, we introduce the concept of regularized tests which embed three possible cases. Case 1 corresponds to the regular setup where the estimator of the covariance matrix converges to a full-rank fixed matrix. In this case, regularizing is useless, and decomposition (4.3) amounts to a single block with $c=0$. Case 2 corresponds to a sample covariance matrix that converges to a singular limiting matrix but satisfies Andrews's rank condition. In such a case, the limiting distribution is modified only through an adjustment of the degree of freedom. Finally case 3 makes use of a sample covariance matrix which violates the typical rank condition. Also, the regularized weighting matrix converges to an object that is different from the original population matrix. This yields a valid test but at the cost of a fully modified asymptotic distribution.

Based on decomposition (4.3), the original Wald statistic $W_{n}\left(\psi_{0}\right)$ defined in equation (2.1) enjoys the following decomposition

$$
\begin{equation*}
W_{n}\left(\psi_{0}\right)=W_{1 n}(c)+W_{2 n}(c)+W_{3 n}(c), \tag{5.1}
\end{equation*}
$$

where $W_{i n}(c)=a_{n}^{2}\left(\hat{\psi}_{n}-\psi_{0}\right)^{\prime} \Sigma_{i i, n}^{-1}(c)\left(\hat{\psi}_{n}-\psi_{0}\right)$, with $\Sigma_{i i, n}^{-1}(c)=V_{i n} \Lambda_{i n}^{-1}(c) V_{i n}^{\prime}$ for $i=1,2,3$, and $\Lambda_{i n}^{-1}(c)=$ $\Lambda_{i}^{-1}\left[\lambda\left(\Sigma_{n}\right) ; c\right]$. For $i=2,3, W_{i n}(c)=0$, eventually. Note that decomposition (4.3) produces the sum of three independent random variables. When Andrews's rank condition does not hold, the Wald test statistic has to be regularized to account for such irregularities, as introduced next.

Definition 5.1 Definition of the regularized Wald statistic. The regularized Wald statistic is $W_{n}^{R}(c)=X_{n}^{\prime} \Sigma_{n}^{R}(c) X_{n}=a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)^{\prime} \Sigma_{n}^{R}(c) a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)$.

Built on decomposition (4.2) and its sample analog, the regularized Wald statistic can be decomposed as follows.

$$
\begin{align*}
W_{n}^{R}(c)=X_{n}^{\prime} \Sigma_{n}^{R}(c) X_{n} & =a_{n}^{2}\left(\hat{\psi}_{n}-\psi_{0}\right)^{\prime} \Sigma_{n}^{R}(c)\left(\hat{\psi}_{n}-\psi_{0}\right)=a_{n}^{2}\left(\hat{\psi}_{n}-\psi_{0}\right)^{\prime} \sum_{i=1}^{3} \Sigma_{i i, n}^{R}(c)\left(\hat{\psi}_{n}-\psi_{0}\right) \\
& =W_{1 n}^{R}(c)+W_{2 n}^{R}(c)+W_{3 n}^{R}(c) \tag{5.2}
\end{align*}
$$

where $W_{i n}^{R}(c)=a_{n}^{2}\left(\hat{\psi}_{n}-\psi_{0}\right)^{\prime} \Sigma_{i i, n}^{R}(c)\left(\hat{\psi}_{n}-\psi_{0}\right) ; \Sigma_{i i, n}^{R}(c)=V_{i n} \Lambda_{i n}^{\dagger}(c) V_{i n}^{\prime}$ for $i=1,2,3$, denotes the sample analog of the elements in decomposition (4.2).

By partitioning the inverse of the eigenvalue matrix $\Lambda^{\dagger}(c)$ into three blocks, $\Lambda_{1}^{\dagger}(c)$ for $\lambda>c, \Lambda_{2}^{\dagger}(c)$ for $\lambda=c$ and $\Lambda_{3}^{\dagger}(c)$ for $\lambda<c$, we have identified a convenient decomposition for the statistic into three components: the first component builds on the "large" eigenvalues that remain unchanged; the second component gathers the eigenvalues exactly equal to the threshold $c$ (if any), while the third incorporates the small modified eigenvalues. This decomposition sheds light on the structure of the distribution of the regularized test statistic. By contrast, Lütkepohl and Burda (1997) only keep the eigenvalues greater than the threshold $c$, which cancels out the last two components, i.e. $W_{2 n}^{R}(c)=W_{3 n}^{R}(c)=0$. Thus discarding the small eigenvalues might reduce information. However, as Lütkepohl and Burda (1997) use a $\chi^{2}$ distribution with fewer degrees of freedom, a deeper investigation is required to gauge
power. More importantly, in finite samples it will be difficult to disentangle the estimates that really correspond to $\lambda=c$ from those close to but distinct from $c$. This complicates the asymptotic distribution and the estimation procedure. Note that $W_{1 n}(c)=W_{1 n}^{R}(c)$ for this is the regular component common to both statistics. Moreover, when there is no eigenvalues exactly equal to $c, m(c)=0$, and the second component vanishes.

## 6. Eigenprojections

### 6.1. Discontinuities of eigenvectors: an illustration

We now discuss some non-uniqueness and discontinuity issues regarding the eigenvectors of a given matrix. It is well-known in spectral theory that eigenvectors corresponding to multiple eigenvalues are not uniquely defined (only up to the post multiplication by an $m(\lambda) \times m(\lambda)$ orthogonal matrix with $m(\lambda)$ indicating the multiplicity of the eigenvalue). However, econometricians are not always aware of such technical details that could jeopardize asymptotic results. Further, whereas eigenvalues are generally known to be continuous functions in the elements of the matrix, eigenvectors not. The main pitfall consists of deriving convergence results for the estimates of the eigenvectors based on the consistency of the sample matrix; this critically hinges on the continuity assumption of eigenvectors (w.r.t. the elements of the matrix). Even in the deterministic case, eigenvectors are not necessarily continuous functions of the elements of the matrix. We illustrate such a discontinuity in a simple counter-example ${ }^{4}$.

Example 6.1 Let $A(x)$ be the matrix function defined as:

$$
A(x)= \begin{cases}{\left[\begin{array}{cc}
1+x & 0 \\
0 & 1-x
\end{array}\right]} & \text { if } x<0  \tag{6.1}\\
{\left[\begin{array}{cc}
1 & x \\
x & 1
\end{array}\right] \quad} & \text { if } x \geq 0\end{cases}
$$

This matrix function is clearly continuous at $x=0$, with $A(0)=I_{2}$. However, for $x<0$, the spectral decomposition of $A(x)$ is:

$$
A(x)=(1+x)\left[\begin{array}{l}
1  \tag{6.2}\\
0
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]+(1-x)\left[\begin{array}{l}
0 \\
1
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right]
$$

with $(1+x)$ and $(1-x)$ being the eigenvalues and $(1,0)^{\prime}$ and $(0,1)^{\prime}$ the eigenvectors, while for $x>0$, it is

$$
A(x)=\frac{1}{\sqrt{2}}(1+x)\left[\begin{array}{l}
1  \tag{6.3}\\
1
\end{array}\right]\left[\begin{array}{ll}
1 & 1
\end{array}\right]+\frac{1}{\sqrt{2}}(1-x)\left[\begin{array}{c}
1 \\
-1
\end{array}\right]\left[\begin{array}{ll}
1 & -1
\end{array}\right]
$$

with $(1+x)$ and $(1-x)$ being the eigenvalues and $\frac{1}{\sqrt{2}}(1,1)^{\prime}$ and $\frac{1}{\sqrt{2}}(1,-1)^{\prime}$ the eigenvectors. Clearly, the eigenvalues $(1+x)$ and $(1-x)$ are continuous at $x=0$ whereas the eigenvectors are not the same whether $x \rightarrow 0^{+}$or $x \rightarrow 0^{-}$.

Being unaware of this caveat may lead to wrong distributional results by mistakenly applying the continuous mapping theorem to objects that are not continuous. Nevertheless, there exist functions of eigenvectors that are continuous w.r.t. the elements of the matrix. Specifically, for an eigenvalue $\lambda$, the projection matrix $P(\lambda)$ that projects onto the space spanned by the eigenvectors associated with $\lambda$ - the eigenspace $V(\lambda)$ - is continuous in the elements of the matrix. This follows from the fact that $V(\lambda)$ is invariant to the choice of the basis. For further discussion of this important property, see Rellich (1953), Kato (1966) and Tyler (1981).

[^3]
### 6.2. Continuity properties of eigenvalues and total eigenprojections

In order to derive the asymptotic distribution of the regularized test statistics, it will be useful to review and adapt some results on spectral theory used in Tyler (1981). Let $\mathcal{S}(\Sigma)$ denote the spectral set of $\Sigma$, i.e. the set of all eigenvalues of $\Sigma$. The eigenspace of $\Sigma$ associated with $\lambda$ is defined as all the linear combinations from a basis of eigenvectors $\mathrm{x}_{i}, i=1, \ldots, m(\lambda)$, i.e.

$$
\begin{equation*}
V(\lambda)=\left\{\mathrm{x}_{i} \in \mathbb{R}^{q} \mid \Sigma \mathrm{x}_{i}=\lambda \mathrm{x}_{i}\right\} \tag{6.4}
\end{equation*}
$$

Clearly, $\operatorname{dim} V(\lambda)=m(\lambda)$. Since $\Sigma$ is a $q \times q$ matrix symmetric in the metric of a real positive definite symmetric matrix T, i.e. T $\Sigma$ is symmetric [see Tyler (1981, p.725)], we have:

$$
\begin{equation*}
\mathbb{R}^{q}=\sum_{\lambda \in \mathcal{S}(\Sigma)} V(\lambda) \tag{6.5}
\end{equation*}
$$

The eigenprojection of $\Sigma$ associated with $\lambda$, denoted $P(\lambda)$, is the projection operator onto $V(\lambda)$ w.r.t. decomposition (6.5) of $\mathbb{R}^{q}$. For any set of vectors $\mathrm{x}_{i}$ in $V(\lambda)$ such that $\mathrm{x}_{i}^{\prime} \mathrm{Tx}_{j}=\delta_{i j}$, where $\delta_{i j}$ denotes the Kronecker' s delta, $P(\lambda)$ has the representation

$$
\begin{equation*}
P(\lambda)=\sum_{j=1}^{m(\lambda)} \mathrm{x}_{j} \mathrm{x}_{j}^{\prime} \mathrm{T} \tag{6.6}
\end{equation*}
$$

$P(\lambda)$ is symmetric in the metric of T. This yields

$$
\begin{equation*}
\Sigma=\sum_{\lambda \in \mathcal{S}(\Sigma)} \lambda P(\lambda), \quad \Sigma_{n}=\sum_{\lambda\left(\Sigma_{n}\right) \in \mathcal{S}\left(\Sigma_{n}\right)} \lambda\left(\Sigma_{n}\right) P\left[\lambda\left(\Sigma_{n}\right)\right] \tag{6.7}
\end{equation*}
$$

If $v$ is any subset of the spectral set $\mathcal{S}(\Sigma)$, then the total eigenprojection for $\Sigma$ associated with the eigenvalues in $v$ is defined to be $\sum_{\lambda \in v} P(\lambda)$. Below we report a lemma given by Tyler (1981, Lemma 2.1, p. 726) that states an important continuity property for eigenvalues and eigenprojections on eigenspaces for non-random symmetric matrices from which consistency of sample regularized inverses will follow.

Lemma 6.2 CONTINUITY OF EIGENVALUES AND EIGENPROJECTIONS. Let $\Sigma_{n}$ be a $q \times q$ real matrix symmetric in the metric of a real positive definite symmetric matrix $T_{n}$ with eigenvalues $\lambda_{1}\left(\Sigma_{n}\right) \geq \lambda_{2}\left(\Sigma_{n}\right) \geq \ldots \geq \lambda_{q}\left(\Sigma_{n}\right)$. Let $P_{k, t}\left(\Sigma_{n}\right)$ represent the total eigenprojection for $\Sigma_{n}$ associated with $\lambda_{k}\left(\Sigma_{n}\right) \ldots \lambda_{t}\left(\Sigma_{n}\right)$ for $t \geq k$. If $\Sigma_{n} \rightarrow \Sigma$ as $n \rightarrow \infty$, then:
i) $\lambda_{k}\left(\Sigma_{n}\right) \rightarrow \lambda_{k}(\Sigma)$, and
ii) $P_{k, t}\left(\Sigma_{n}\right) \rightarrow P_{k, t}(\Sigma)$ provided $\lambda_{k-1}(\Sigma) \neq \lambda_{k}(\Sigma)$ and $\lambda_{t}(\Sigma) \neq \lambda_{t+1}(\Sigma)$.

This lemma tells us that the eigenvalues are continuous functions in the elements of the matrix. The same continuity property holds for the projection operators [or equivalently for the projection matrices for there exists a one-to-one mapping relating the operator to the matrix w.r.t. the basis] associated with the eigenvalues and transmitted to their sum. No matter what the multiplicity of the eigenvalues involved in the total eigenprojection $P_{k, t}(\Sigma)$, this continuity property holds provided that we can find one eigenvalue before and one after that are distinct. It will be useful to extend Lemma 6.2 to random symmetric matrices. To the best of our knowledge, these results are not explicitly stated elsewhere.

Lemma 6.3 Continuity of eigenvalues And eigenprojections: Almost sure convergence. Let $\Sigma_{n}$ be a $q \times q$ real random matrix symmetric in the metric of a real positive definite symmetric random matrix $T_{n}$
and with eigenvalues $\lambda_{1}\left(\Sigma_{n}\right) \geq \lambda_{2}\left(\Sigma_{n}\right) \geq \ldots \geq \lambda_{q}\left(\Sigma_{n}\right)$. Let $P_{k, t}\left(\Sigma_{n}\right)$ represent the total eigenprojection for $\Sigma_{n}$ associated with $\lambda_{k}\left(\Sigma_{n}\right) \ldots \lambda_{t}\left(\Sigma_{n}\right)$ for $t \geq k$. If $\Sigma_{n} \xrightarrow{\text { a.s. }} \Sigma$ as $n \rightarrow \infty$, then:
i) $\lambda_{k}\left(\Sigma_{n}\right) \xrightarrow{\text { a.s. }} \lambda_{k}(\Sigma)$, and
ii) $P_{k, t}\left(\Sigma_{n}\right) \xrightarrow{\text { a.s. }} P_{k, t}(\Sigma)$ provided $\lambda_{k-1}(\Sigma) \neq \lambda_{k}(\Sigma)$ and $\lambda_{t}(\Sigma) \neq \lambda_{t+1}(\Sigma)$.

We can now show that the continuity property of the eigenvalues and eigenprojections established in the a.s. case, remain valid in the case of convergence in probability .

Lemma 6.4 Continuity of eigenvalues and eigenprojections: convergence in probability.
Let $\Sigma_{n}$ be a $q \times q$ real random matrix symmetric in the metric of a real positive definite symmetric random matrix $T_{n}$ with eigenvalues $\lambda_{1}\left(\Sigma_{n}\right) \geq \lambda_{2}\left(\Sigma_{n}\right) \geq \ldots \geq \lambda_{q}\left(\Sigma_{n}\right)$. Let $P_{k, t}\left(\Sigma_{n}\right)$ represent the total eigenprojection for $\Sigma_{n}$ associated with $\lambda_{k}\left(\Sigma_{n}\right), \ldots, \lambda_{t}\left(\Sigma_{n}\right)$ for $t \geq k$. If $\Sigma_{n} \xrightarrow{p} \Sigma$ as $n \rightarrow \infty$, then:
i) $\lambda_{k}\left(\Sigma_{n}\right) \xrightarrow{p} \lambda_{k}(\Sigma)$, and
ii) $P_{k, t}\left(\Sigma_{n}\right) \xrightarrow{p} P_{k, t}(\Sigma)$ provided $\lambda_{k-1}(\Sigma) \neq \lambda_{k}(\Sigma)$ and $\lambda_{t}(\Sigma) \neq \lambda_{t+1}(\Sigma)$.

### 6.3. Asymptotic distribution of eigenvalues

In this subsection, we summarize general results on the sample eigenvalue behavior established by Eaton and Tyler (1991, 1994) . Before establishing convergence results for the regularized covariance matrices and the regularized tests statistics, we shall first study the convergence rate of the eigenvalues in the general case where the covariance matrix may be singular with (possibly) multiple eigenvalues. To do so, we shall apply a general result given by Eaton and Tyler (1994) where they generalize classical results due to Anderson $(1963,1987)$ on the behavior of the sample roots (of a determinantal equation). Specifically under relatively weak conditions, Eaton and Tyler (1994) show the following: if a sequence of random $(p \times q)-$ matrices $\Sigma_{n}$ satisfies the condition $b_{n}\left(\Sigma_{n}-\Sigma\right) \xrightarrow{\mathcal{L}}$ $Q$ where $\Sigma$ is a nonstochastic matrix, then the sample eigenvalues will have the same convergence rate, with $b_{n}\left[\Psi\left(\Sigma_{n}\right)-\Psi(\Sigma)\right] \xrightarrow{\mathcal{L}}\left[H_{D}\left(\frac{1}{2}\left[Q_{11}^{\prime}+Q_{11}\right]\right), \Psi\left(Q_{22}\right)\right]^{\prime} . H_{D}($.$) and \Psi($.$) are vector-valued functions stacking$ the eigenvalues of the corresponding objects. A more detailed definition of those vectors will follow. For our purpose, the convergence rate $b_{n}$ of the sample eigenvalues is the only thing we need in deriving the convergence property of the regularized covariance matrices.

Let $d_{1}>d_{2}>\cdots>d_{k}$ denote the distinct eigenvalues of a $q \times q$ symmetric matrix $C$ and let $m_{i}$ be the multiplicity of $d_{i}, i=1, \ldots, k, 1 \leq k \leq q$. Given the eigenvalue multiplicities of $C$, it is possible to partition the matrix $C$ into blocks such as $C_{i i}$ is the $m_{i} \times m_{i}$ diagonal block of $C$ and $C_{i j}$ the $m_{i} \times m_{j}$ off-diagonal blocks, $i, j=1, \ldots, k$. Thus, a function $H$ on $q \times q$ symmetric matrices can be defined by

$$
H(C)=\left(\begin{array}{c}
\rho\left(C_{11}\right)  \tag{6.8}\\
\rho\left(C_{22}\right) \\
\vdots \\
\rho\left(C_{k k}\right)
\end{array}\right)
$$

$H(C)$ takes values in $\mathbb{R}^{q}$ and $\rho\left(C_{i i}\right)$ consists of the $m_{i}$-vector of ordered eigenvalues of the diagonal block $C_{i i}$, $i=1, \ldots, k$. Let $\Gamma$ be an orthogonal matrix such that

$$
\begin{equation*}
\Gamma A \Gamma^{\prime}=D, \tag{6.9}
\end{equation*}
$$

where the diagonal matrix $D$ consists of the ordered eigenvalues of a nonrandom symmetric matrix $A$. Eaton and Tyler (1991) first establish the distributional theory for symmetric matrices before extending it to general $p \times q$ matrices.

Lemma 6.5 Distribution of the eigenvalues of a symmetric square matrix. Let $S_{n}$ be a sequence of $q \times q$ random symmetric matrices. Suppose there exists a nonrandom symmetric matrix $A$ and a sequence of constants $b_{n} \rightarrow+\infty$ such that

$$
\begin{equation*}
W_{n}=b_{n}\left(S_{n}-A\right) \xrightarrow{\mathcal{L}} W \tag{6.10}
\end{equation*}
$$

Then

$$
\begin{equation*}
b_{n}\left(\rho\left(S_{n}\right)-\rho(A)\right) \stackrel{\mathcal{L}}{\rightarrow} H\left(\Gamma W \Gamma^{\prime}\right) . \tag{6.11}
\end{equation*}
$$

For any $p \times q$ real matrix $\Sigma$, the $\Psi($.$) function is a vector-valued function that stacks the eigenvalues of the$ corresponding object as defined below:

$$
\Psi(\Sigma)=f\left(\rho\left(\Sigma^{\prime} \Sigma\right)\right)=\left(\begin{array}{c}
\sqrt{\xi_{1}}  \tag{6.12}\\
\vdots \\
\sqrt{\xi_{q}}
\end{array}\right) \quad \text { with } f(x)=\left(\begin{array}{c}
\sqrt{x_{1}} \\
\vdots \\
\sqrt{x_{q}}
\end{array}\right)
$$

where $\xi_{1} \geq \cdots \geq \xi_{q}>0$ are the eigenvalues of $\Sigma^{\prime} \Sigma$. Let

$$
\begin{equation*}
T=(d f(\xi))=\frac{1}{2} \operatorname{diag}\left(\xi_{1}^{-1 / 2}, \ldots, \xi_{q}^{-1 / 2}\right) \tag{6.10}
\end{equation*}
$$

In the first part of the theorem below, we gather the special cases where the matrix $\Sigma$ may have rank $r=0$ or $r=q$ before giving the general result in the second part. In the second part of the theorem, write the $p \times q$ matrix $\Sigma$ in the form

$$
\Sigma=\Gamma_{1}^{\prime}\left(\begin{array}{ll}
D & 0  \tag{6.14}\\
0 & 0
\end{array}\right) \Gamma_{2}^{\prime}
$$

where $\Gamma_{1}\left(\Gamma_{2}\right)$ is a $p \times p$ (resp. $q \times q$ ) orthogonal matrix, and $D$ is a $r \times r$ diagonal matrix. $D$ consists of the strictly positive singular values of $\Sigma$. Partition the matrix $\Sigma_{n}$ as

$$
\Sigma_{n}=\left(\begin{array}{ll}
\Sigma_{n 11} & \Sigma_{n 12}  \tag{6.15}\\
\Sigma_{n 21} & \Sigma_{n 22}
\end{array}\right)
$$

where $\Sigma_{n 11}$ is $r \times r, \Sigma_{n 12}$ is $r \times(q-r), \Sigma_{n 21}$ is $(p-r) \times r$ and $\Sigma_{n 22}$ is $(p-r) \times(q-r)$. Partition the random limit matrix $Q$ accordingly. The $r \times r$ diagonal matrix $D=\operatorname{diag}\left(\xi_{1}^{1 / 2}, \ldots, \xi_{r}^{1 / 2}\right)$ defines a function $H_{D}$ on $r \times r$ symmetric matrices. Let $T_{D}=\frac{1}{2} \operatorname{diag}\left(\xi_{1}^{-1 / 2}, \ldots, \xi_{r}^{-1 / 2}\right)$. The general case $1 \leq r<q$ can be thought as gluing together the two special cases $r=0$ and $r=q$.

## Theorem 6.6 Distribution of the eigenvalues of rectangular matrices in the general case.

 Let $\Psi(\cdot)$ be defined as in (6.12), and suppose Assumption $\mathbf{2 . 2}$ holds.i) If $\Sigma=0$, then

$$
\begin{equation*}
b_{n}\left(\Psi\left(\Sigma_{n}\right)-\Psi(\Sigma)\right) \xrightarrow{\mathcal{L}} \Psi(Q) . \tag{6.16}
\end{equation*}
$$

ii) If $\Sigma$ has full rank q, then

$$
\begin{equation*}
b_{n}\left(\Psi\left(\Sigma_{n}\right)-\Psi(\Sigma)\right) \xrightarrow{\mathcal{L}} T H\left(\Gamma\left[\Sigma^{\prime} Q+Q^{\prime} \Sigma\right] \Gamma^{\prime}\right) \tag{6.17}
\end{equation*}
$$

where $H, \Gamma$ and $T$ are defined in (6.8),(6.9) and (6.13).
iii) If $\operatorname{rank}(\Sigma)=r, 1 \leq r<q$, then

$$
b_{n}\left[\Psi\left(\Sigma_{n}\right)-\Psi(\Sigma)\right] \stackrel{\mathcal{L}}{\mathcal{L}}\left[\begin{array}{c}
H_{D}\left(\frac{1}{2}\left[Q_{11}^{\prime}+Q_{11}\right]\right)  \tag{6.18}\\
\Psi\left(Q_{22}\right)
\end{array}\right]
$$

where $Q=\left[\begin{array}{ll}Q_{11} & Q_{12} \\ Q_{21} & Q_{22}\end{array}\right]$ is a well-defined random element, with $Q_{11}$ being an $r \times r$ matrix and $Q_{22}$ a $(p-r) \times(q-r)$ matrix. The $r \times r$ diagonal matrix $D=\operatorname{diag}\left(\xi_{1}^{1 / 2}, \ldots, \xi_{r}^{1 / 2}\right)$ consisted of the strictly positive singular values of $\Sigma$ defines a function $H_{D}$ on $r \times r$ symmetric matrices as $H$ is defined in (6.8) on $q \times q$ symmetric matrices.

Note the generality of the theorem that allows for convergence rates other than the standard root-n one; it does not critically hinges upon the normal limiting distribution for the sample eigenvalues, a desirable feature for positive eigenvalues. For our purposes, we do not need to know the whole distribution but only the convergence rate $b_{n}$ of the sample eigenvalues to establish the convergence property of the regularized inverse when $c$ varies with the sample size. Again, the knowledge of the sample convergence rate is unnecessary for the regularized inverse based upon the fixed threshold case. See Eaton and Tyler (1994, Propositions 3.1 and 3.4 and Theorem 4.2) for a proof of the theorem.

Before presenting the asymptotic properties of the regularized inverse, we shall first discuss some conditions under which the asymptotic distribution of the empirical eigenvalues could be uniform. The rare cases where the asymptotic distribution of the empirical eigenvalues could be uniform would correspond to situations where all the population eigenvalues are greater than zero (Theorem 6.6, case ii), or all are equal to zero (Theorem 6.6, case i). Otherwise, the distribution cannot be uniform: the inspection of Theorem 6.6 case iii that examines a strictly positive but incomplete rank shows that the structure of the distribution is different on the first $r$ singular values than on the last $q-r$ ones. Similarly, the finite-sample distribution of the sample eigenvalues will depend on the rank of the sample matrix; if the sample matrix has full rank, the probability to have a zero sample eigenvalue is zero. Yet, the number of the empirical eigenvalues greater than the threshold ( $c$ or $c_{n}$ ) will vary with the sample size. Thus, the small empirical eigenvalues will eventually fall below the threshold as the sample size grows; meanwhile the large empirical ones will converge to their population counterparts which determines the asymptotic rank. Finally, if the asymptotic distribution of the eigenvalues is not degenerated (e.g. a mixture of a continuous distribution and of a Delta-Dirac distribution at $c$ ), there is a nonzero probability that a certain empirical eigenvalue converges to the threshold $c$; in such a case, a superconsistent estimator can overcome such complications.

## 7. Asymptotic properties of the regularized inverse

In this section, we derive asymptotic results for the regularized inverse that hold for a general variance regularization function (VRF) family. More specifically, in Subsection 7.1, we introduce a family of general variance regularization functions that exploits a threshold. This VRF family is general as it embeds both cases, continuous VRFs (see case ii, equation (7.3)), or discontinuous VRFs (see case i, equation (7.2)). Such a regularization approach based on a cut-off point to disentangle large eigenvalues from small eigenvalues enables us to recover an important strand of the statistical literature that estimates the rank of a matrix; see Gill and Lewbel (1992), Cragg and Donald (1996, 1997) , Robin and Smith (2000) and others. In the same vein, the approach introduced by Lütkepohl and Burda (1997) yields a modified reduced-rank estimator for the covariance matrix; we generalize it to non-Gaussian estimators in the presence of possible multiple eigenvalues.Lütkepohl and Burda (1997) propose to reduce the rank of the matrix estimator to satisfy Andrews's rank condition. The asymptotic rank is meaningful, especially if one wants to recover the asymptotic chi-square distribution for the test statistic. Basically, we wanted to be ecumenical by allowing all rank possibilities, from reduced ranks to full ranks. Besides, the threshold method is attractive because it leads to a genuine bound for the nonstandard distribution. Finally, Subsection 7.2 reviews
well-known continuous regularization schemes extensively used in ill-posed inverse problems. Such continuous VRFs do not make use of a threshold, hence the resulting distributional theory is easier. Those regularization tools can be cast into the $\mathcal{G}_{c}$ VRF family for a specific choice of the threshold. See Carrasco, Florens and Renault (2007) for a comprehensive review on regularization tools in ill-posed inverse problems in structural econometrics.

### 7.1. The family of admissible Variance Regularization Function (VRF)

We now define the VRF family, and provide a few examples.

Definition 7.1 ThE FAMILY OF ADMISSIBLE VRF. $\mathcal{G}_{c}$ is the class of admissible scalar VRFs, such as for a real scalar $c \geq 0$ :

$$
\begin{array}{rccc}
g(., c): & \mathbb{R}_{+} & \rightarrow & \mathbb{R}_{+} \\
& \lambda & \rightarrow & g(\lambda ; c)
\end{array}
$$

$g(\lambda ; c)$ is continuous almost everywhere (a.e.) w.r.t. $\lambda$, except possibly at $\lambda=c$, (w.r.t. the Lebesgue measure); $g$ is a function that takes bounded values everywhere; $g$ is non-increasing in $\lambda ; \lim _{c \rightarrow 0^{+}} g(\lambda ; c)=g(\lambda ; 0)$

Note that we allow a discontinuity at $\lambda=c$ to precisely embed a spectral cut-off type regularization such as a modified Moore-Penrose inverse that is clearly not continuous around $\lambda=c$ for $c>0$, see (7.2). Some possible choices for the VRF could be:

$$
g(\lambda ; c)=\left\{\begin{array}{cl}
\frac{1}{\lambda} & \text { if } \lambda>c  \tag{7.1}\\
\frac{1}{\epsilon+\gamma(c-\lambda)} & \text { if } \lambda \leq c
\end{array}\right.
$$

with $\gamma \geq 0$. This VRF can be viewed as a modified Hodges' estimator applied to the eigenvalues. See Hodges and Lehmann (1950), LeCam (1953). Interesting special cases include:

1. [i)]
2. $\gamma=\infty, c \geq 0$, hence

$$
g(\lambda ; c)= \begin{cases}\frac{1}{\lambda} & \text { if } \lambda>c  \tag{7.2}\\ 0 & \text { if } \lambda \leq c\end{cases}
$$

and therefore $\Lambda^{\dagger}(c)=\Lambda^{+}(c)$, where

$$
\Lambda^{+}(c)=\operatorname{diag}\left[1 / \lambda_{1} I\left(\lambda_{1}>c\right), \ldots, 1 / \lambda_{q_{1}} I\left(\lambda_{q_{1}}>c\right), 0, \ldots, 0\right]
$$

corresponds to a spectral cut-off regularization scheme [see Carrasco (2012), Carrasco, Florens and Renault (2007) and the references therein]; $I(s)$ is equal to 1 if the relation $s$ is satisfied. In particular, $\Lambda^{+}(c)$ is a modified version of the Moore-Penrose inverse of

$$
\Lambda=\operatorname{diag}\left[\lambda_{1} I\left(\lambda_{1}>0\right), \ldots, \lambda_{q_{1}} I\left(\lambda_{q_{1}}>0\right), \lambda_{q_{1}+1} I\left(\lambda_{q_{1}+1}>0\right) \ldots, \lambda_{q} I\left(\lambda_{q}>0\right)\right]
$$

used by Lütkepohl and Burda (1997). We also consider the case where some eigenvalues may be smaller than the threshold $c$, with $c \neq 0$.
3. $\gamma=0$ and $\epsilon=c$, with $c \neq 0$, hence

$$
g(\lambda ; c)=\left\{\begin{array}{lc}
\frac{1}{\lambda} & \text { if } \lambda>c  \tag{7.3}\\
\frac{1}{c} & \text { if } \lambda \leq c
\end{array}\right.
$$

4. $\gamma>0$ with $\gamma=\frac{\alpha}{\lambda \times(c-\lambda)}, \alpha>0$, and $\epsilon=\lambda$, with $c \neq 0$, hence

$$
g(\lambda ; c)=\left\{\begin{array}{cc}
\frac{1}{\lambda} & \text { if } \lambda>c  \tag{7.4}\\
\frac{\lambda}{\lambda^{2}+\alpha} & \text { if } \lambda \leq c,
\end{array}\right.
$$

which corresponds to a variation around the Tikhonov regularization (related to the ridge regression) since $\frac{1}{\lambda+\gamma(c-\lambda)}=\frac{1}{\lambda+\alpha / \lambda}=\frac{\lambda}{\lambda^{2}+\alpha}$.

Based on the spectral decomposition defined in equation (6.7), we immediately deduce a spectral decomposition for the regularized inverses:

$$
\begin{equation*}
\Sigma^{R}(c)=V \Lambda^{\dagger}(c) V^{\prime}=\sum_{\lambda \in \mathcal{S}(\Sigma)} g(\lambda ; c) P(\lambda), \quad \Sigma_{n}^{R}(c)=V_{n} \Lambda_{n}^{\dagger}(c) V_{n}^{\prime}=\sum_{\lambda\left(\Sigma_{n}\right) \in \mathcal{S}\left(\Sigma_{n}\right)} g\left[\lambda\left(\Sigma_{n}\right) ; c\right] P\left[\lambda\left(\Sigma_{n}\right)\right] . \tag{7.5}
\end{equation*}
$$

Thus, the dependence on $c$ of the regularized inverses comes from the VRF $g(\lambda ; c)$. The threshold $c$ may be size-dependent, i.e., $g\left(\lambda, c_{n}\right)$. This is a special case of $c$ fixed and will be studied in Section 9 .

### 7.2. The Variance Regularization Functions: the continuous case without threshold

Well-known continuous regularization schemes that do not use any threshold are the Tikhonov regularization and the Landweber Fridman iterative regularization. For readers interested in regularization tools in ill-posed inverse problems in structural econometrics, see Carrasco, Florens and Renault (2007), Carrasco (2012).The Tikhonov regularization scheme is closely related to the ridge regression. In this case, $\bar{g}(\lambda)=\frac{\lambda}{\lambda^{2}+\alpha}, \alpha>0$. For the Landweber Fridman iterative regularization scheme, $\bar{g}(\lambda)=\frac{1-\left(1-\gamma \lambda^{2}\right)^{1 / \alpha} \lambda}{\lambda}, \gamma>0, \alpha>0$. This class of VRF that does not make use of a threshold can be recast into the $\mathcal{G}_{c}$ family by selecting the threshold $c$ such that $c>\lambda_{\max }$, where $\lambda_{\max }$ denotes the largest eigenvalue of $\Sigma$, i.e. $\bar{g}(\lambda)=g(\lambda ; \bar{c})$ with $\bar{c}>\lambda_{\text {max }}$.

Without a threshold, the convergence of the regularized inverse is straightforward; it follows from the continuity property of $\bar{g}(\cdot)$ and of the total eigenprojections. However, there is a trade-off between the simplicity of the continuous regularization schemes above - that simplifies the asymptotic theory - and the maintained hypothesis of a chi-square distribution with reduced rank. Indeed, the threshold allows us to disentangle the large eigenvalues from the small problematic ones; this observation enables to exploit the chi-square distribution. Especially when the rank of the limiting matrix is reduced, it may be helpful to exploit it. Estimating the reduced rank of a matrix is an interesting problem that has drawn much attention in the statistical and econometric literature; our approach encompasses the two extreme limiting cases: the reduced rank statistic that still follows a chi-square distribution, but may have reduced power (as some restrictions are removed); and the modified full-rank statistic that has a nonstandard distribution but may have more power in some directions. In between, there is the chi-square upper bound whose main appeal is simplicity: one can use the standard critical point instead. Although the chi-square upper bound is conservative, it enjoys good power properties as shown later on in simulations.

### 7.3. Asymptotic properties of the regularized inverse when $c$ is fixed

Because the random objects considered here are matrices, we must choose a norm suitable to matrices. For this reason, we consider the finite dimensional inner product space $\left(\mathcal{S}_{q},<\cdot, \cdot>\right)$, where $\mathcal{S}_{q}$ is the vector space of $q \times q$ symmetric matrices. $\mathcal{S}_{q}$ is equipped with the inner product $<\Sigma_{1}, \Sigma_{2}>=\operatorname{tr}\left[\Sigma_{1}^{\prime} \Sigma_{2}\right]$, where $\operatorname{tr}$ denotes the trace operator. Let $\|\cdot\|_{F}$ denote the Frobenius norm induced by this inner product, i.e. $\|\Sigma\|_{F}^{2}=\operatorname{tr}\left[\Sigma^{\prime} \Sigma\right]$. Recall that $A^{R}(c)$ denote the regularized inverse of a $q \times q$ real symmetric matrix $A$. In the sequel, let $I=\{1,2, \ldots, q\}$ denote the set of indices such that $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{q}$, and $J=\{1,2, \ldots, k\}$ the subset of $I$ corresponding to the indices
associated with the distinct eigenvalues of $\Sigma$, i.e. $d_{1}>d_{2}>\ldots>d_{j}>\ldots>d_{k}$, so that $\sum_{j=1}^{k} m\left(d_{j}\right)=q \geq 1$ and $1 \leq k \leq q$, with $m\left(d_{j}\right)$ denoting the multiplicity of $d_{j}$. Let us define a partition of $I$, denoted $\mathcal{P}(I)$ such that:

$$
\begin{equation*}
\mathcal{P}(I)=\left\{I_{j} \subset I, j \in J: I_{j} \bigcap_{j \neq l} I_{l}=\emptyset, \bigcup_{j=1}^{k} I_{j}=I\right\}, I=\{1, \ldots, q\}, \tag{7.6}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{j}=\left\{i \in I: \lambda_{i}=d_{j}\right\}, \quad \operatorname{card} I_{j}=m\left(d_{j}\right) \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
I(c)=\left\{i \in I: \lambda_{i}=d_{j}=c\right\}, \quad \operatorname{card} I(c)=m(c) \tag{7.8}
\end{equation*}
$$

We adopt the convention that $I(c)=\emptyset$, if there is no eigenvalues equal to $c$. The vector space $\mathbb{R}^{q}$ can be decomposed as $\mathbb{R}^{q}=\mathcal{V}\left(d_{1}\right) \oplus \cdots \oplus \mathcal{V}\left(d_{j}\right) \oplus \cdots \oplus \mathcal{V}\left(d_{k}\right)$. Each $u \in \mathbb{R}^{q}$ can be expressed in the form $u=u_{1}+\cdots+u_{j}+\cdots+u_{k}$, with $u_{j} \in \mathcal{V}\left(d_{j}\right), j \in J$ in a unique way. The operator $P_{j}=P\left(d_{j}\right)$ is such that: $P_{j} u=u_{j}$ is the eigenprojection operator that projects onto the eigenspace $\mathcal{V}\left(d_{j}\right)$ along $N_{j}=$ $\mathcal{V}\left(d_{1}\right) \oplus \cdots \oplus \mathcal{V}\left(d_{j-1}\right) \oplus \mathcal{V}\left(d_{j+1}\right) \oplus \cdots \oplus \mathcal{V}\left(d_{k}\right)$. Thus, $P_{j}(\Sigma)=P\left(d_{j}\right)(\Sigma)$, projects $\Sigma$ onto the eigenspace $\mathcal{V}\left(d_{j}\right)$ along $N_{j}$. For all $j=1, \ldots, k$, with $1 \leq k \leq q$, the $B\left(d_{j}\right)$ 's, such that $B\left(d_{j}\right)=\left[v\left(d_{j}\right)_{l}\right]_{l=1, \ldots, m\left(d_{j}\right)}$ form an orthonormal basis for the eigenspace $\mathcal{V}\left(d_{j}\right)=\left\{v \in \mathbb{R}^{q}, \mid \Sigma v=d_{j} v\right\}$. Let

$$
\begin{equation*}
P_{j}(\Sigma)=P\left(d_{j}\right)(\Sigma)=B\left(d_{j}\right) B\left(d_{j}\right)^{\prime}, \tag{7.9}
\end{equation*}
$$

when it is expressed in the Euclidean metric. The Euclidean metric specified here implies that the metric $T$ in equation (6.6) is equal to the identity matrix, that is $P(\lambda)=\sum_{j=1}^{m(\lambda)} \mathrm{x}_{j} \mathrm{x}_{j}^{\prime} \mathrm{T}$, with $T=I d$. Furthermore, $\sum_{j=1}^{k} P_{j}=I_{q}, \quad P_{k} P_{j}=\delta_{j k} P_{j}$, with $\delta_{j k}=0$ for $j \neq k$ and $\delta_{j k}=1$ for $j=k$. There is a one-to-one mapping from $J$ to $\mathcal{P}(I)$ such that:

$$
\begin{equation*}
\forall j \in J: j \longmapsto I_{j} \tag{7.10}
\end{equation*}
$$

where the total eigenprojection operator $P_{I_{j}}(\bullet)$ applied to $\Sigma_{n}$, with $\Sigma_{n} \xrightarrow{p} \Sigma$, yields by Lemma $\mathbf{6 . 4}$ ii)

$$
\begin{equation*}
P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{p} P_{j}(\Sigma)=P\left(d_{j}\right)(\Sigma) \tag{7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dim} P_{I_{j}}=\operatorname{dim} P_{j}=m\left(d_{j}\right)=\operatorname{dim} \mathcal{V}\left(d_{j}\right) \text { with } 1=\sum_{j=1}^{k} P_{j}=\sum_{j=1}^{k} P_{I_{j}} . \tag{7.12}
\end{equation*}
$$

Property 2 Unique representation of the regularized inverse. For a given VRF $g(., c)$ in the $\mathcal{G}_{c}$ family, the regularized inverse $\Sigma^{R}(c)=V \Lambda^{\dagger}(c) V^{\prime}$ of a symmetric matrix $\Sigma$ and its sample analog $\Sigma_{n}^{R}(c)=$ $V_{n} \Lambda_{n}^{\dagger}(c) V_{n}^{\prime}$ admit an unique representation of the form:

$$
\begin{equation*}
\Sigma^{R}(c)=\sum_{j=1}^{k} g\left(d_{j} ; c\right) P_{j}(\Sigma) \tag{7.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Sigma_{n}^{R}(c)=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c\right) \tag{7.14}
\end{equation*}
$$

where the $d_{j}$ 's denote the distinct eigenvalues of $\Sigma$ with multiplicity $m\left(d_{j}\right), \hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right) ; P_{I_{j}}\left(\Sigma_{n}\right)$ and $P_{j}(\Sigma)$ are defined at equations (7.9)-(7.12) with $I_{j}$ defined at equation (7.7). If $\Sigma=0, P(0)(\Sigma)=I_{q}$, and $\Sigma^{R}(c)=$ $g(0 ; c) P(0)(\Sigma)=g(0 ; c) I_{q}$.

The uniqueness of the representation of the regularized inverse immediately follows from the uniqueness of the decomposition involving only distinct eigenvalues. In particular, this representation exploits the Spectral Theorem; please see Eaton (2007, Theorem 1.2a, p.53), and the references therein. Thus, there is a one-to-one relation between the regularized inverse and the $\operatorname{VRF} g(., c)$ in the $\mathcal{G}_{c}$ family. An interesting case producing a nonstandard asymptotic distribution corresponds to a fixed threshold $c$; an upper bound can be derived in the Gaussian case (see Corollary 8.3).

Let us first define a superconsistent estimator of the eigenvalues at $c$. The estimator $\hat{\lambda}(c)=\left(\hat{\lambda}_{i}(c)\right)_{i=1, \ldots, q}$ of the eigenvalues of a $q \times q$ positive semidefinite matrix $\Sigma$ satisfies:

$$
\hat{\lambda}_{i}(c)=\left\{\begin{array}{cc}
\hat{\lambda}_{i} & \text { if }\left|\hat{\lambda}_{i}-c\right|>\nu \frac{e_{n}}{b_{n}}  \tag{7.15}\\
c & \text { if }\left|\hat{\lambda}_{i}-c\right| \leq \nu \frac{e_{n}}{b_{n}}
\end{array}\right.
$$

for each $i=1, \ldots, q$ where $b_{n}$ is the speed of convergence of the sample eigenvalues as defined in Theorem 6.6; $e_{n}$ is chosen such that $e_{n} \rightarrow \infty$ with $\frac{e_{n}}{b_{n}} \rightarrow 0$ as $n$ grows to infinity, and $\nu$ is an arbitrary strictly positive constant. $\hat{\lambda}_{i}(c)$ corresponds to a Hodges estimator; see Hodges and Lehmann (1950), LeCam (1953), ?, Leeb and Pötscher (2008).

Assumption 7.2 Regularity conditions for the convergence of the regularized inverse. The VRF $g \in \mathcal{G}_{c}$, and for $i=1, \ldots, q, \lambda_{i}=\lambda_{i}(\Sigma)$ are the eigenvalues of a $q \times q$ positive semidefinite matrix $\Sigma$. At least, one of the following conditions holds:
i) the VRF $g$ is continuous at $\lambda_{i}=c$
ii) $\nexists \lambda_{i}: \lambda_{i}=c$
iii) the estimator $\hat{\lambda}_{i}(c)$ of $\lambda_{i}$ defined in equation (7.15) is superconsistent at $c$, i.e. $\mathbb{P}\left[\hat{\lambda}_{i}(c)=c\right] \underset{n \rightarrow \infty}{\rightarrow} 1$.

As long as one of the above conditions holds, both convergence results of the regularized inverse (Propositions 7.3 and 7.4) will hold, otherwise they may break down. Let us now state the a.s. convergence for the regularized inverse when $c$ is fixed.

Proposition 7.3 Almost sure convergence of the regularized inverse. Let $g \in \mathcal{G}_{c}$. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices with $\operatorname{rank}(\Sigma)=r \leq q$. Let the regularized inverses satisfy equations (7.13) and (7.14). Let Assumption 7.2 hold. If $\Sigma_{n} \xrightarrow{\text { a.s. }} \Sigma$, then

$$
\begin{equation*}
\Sigma_{n}^{R}(c) \xrightarrow{\text { a.s. }} \Sigma^{R}(c) . \tag{7.16}
\end{equation*}
$$

Proposition 7.4 Convergence in probability of the regularized inverse. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Suppose Assumption $\mathbf{2 . 2}$ holds with $p=q$, and Assumption 7.2 holds. Let the regularized inverses satisfy equations (7.13) and (7.14), and decomposition (4.2). Then

$$
\begin{equation*}
\Sigma_{n}^{R}(c)=\Sigma_{11, n}^{R}(c)+\Sigma_{22, n}^{R}(c)+\Sigma_{33, n}^{R}(c) \tag{7.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma_{11, n}^{R}(c)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} \sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) P_{j}(\Sigma) \equiv \Sigma_{11}^{R}(c) \tag{7.18}
\end{equation*}
$$

$$
\begin{gather*}
\Sigma_{22, n}^{R}(c)=P_{I(c)}\left(\Sigma_{n}\right) \frac{1}{m(c)} \sum_{i \in I(c)} g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} g(c ; c) 1_{\left\{d_{j}=c\right\}} P_{j(c)}(\Sigma) \equiv \Sigma_{22}^{R}(c)  \tag{7.19}\\
\Sigma_{33, n}^{R}(c)=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} \sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) P_{j}(\Sigma) \equiv \Sigma_{33}^{R}(c) .  \tag{7.20}\\
\Sigma_{n}^{R}(c) \xrightarrow{p} \Sigma^{R}(c) . \tag{7.21}
\end{gather*}
$$

$k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}, k$ is the number of distinct eigenvalues of $\Sigma$, and $P_{j(c)}(\Sigma)=P\left(d_{j}\right)(\Sigma)$ for $d_{j}=c$, where $P_{j}(\Sigma)=P\left(d_{j}\right)(\Sigma)$ is defined at equation (??). $I_{j}$ and $I(c)$ are defined in (7.7) and (7.8). $m\left(d_{j}\right)$ and $m(c)$ denote the multiplicity of $d_{j}$ and $c$ respectively.

The problematic component for the convergence of the regularized inverse is the second one involving the eigenvalue $\lambda_{i}=d_{j}=c$. If the VRF $g$ is continuous at $\lambda_{i}=d_{j}=c$, equation (7.19) holds; if there are no eigenvalues $\lambda_{i}=d_{j}=c, I(c)=\emptyset, 1_{\left\{d_{j}=c\right\}}=0$, and the convention adopted is to set $\Sigma_{22, n}^{R}(c)=\Sigma_{22}^{R}(c)=0$; if there exists a superconsistent estimator of the eigenvalue at $c$, (7.19) holds. Otherwise, $\Sigma_{n}^{R}(c)$ may not converge to $\Sigma^{R}(c)$. In other words, the conditions stated in Assumption 7.2 are necessary conditions for (7.16) and (7.21) to hold.

## 8. Asymptotic distribution of the regularized Wald tests with a fixed threshold

In this section, we characterize the asymptotic distribution of the regularized Wald statistic for general distributions, before presenting the Gaussian case. The decomposition of the regularized statistic into three independent components provides an insight on the structure of the distribution; an upper bound can be derived in the Gaussian case. Power and consistency properties of the test are next established.

Proposition 8.1 Characterization of the regularized Wald statistic when the threshold is FIXED. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Suppose Assumptions 2.1 with $\psi=\psi_{0}, \mathbf{2 . 2}$ with $p=q$, and $\mathbf{7 . 2}$ hold. Let the regularized inverses satisfy equations (7.13) and (7.14), decomposition (4.2), and the eigenprojection is expressed as in equation (7.9). Let $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$ be the number of distinct eigenvalues of $\Sigma$ larger than $c$, and $W_{n}^{R}(c)$ is defined in (5.1). Then $W_{n}^{R}(c) \xrightarrow{\mathcal{L}} W^{R}(c)$, where $W^{R}(c)=X^{\prime} \Sigma^{R}(c) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X=W_{1}^{R}(c)+W_{2}^{R}(c)+W_{3}^{R}(c)$, and $W_{1}^{R}(c)=$ $X^{\prime} \Sigma_{11}^{R}(c) X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X \quad, W_{2}^{R}(c)=X^{\prime} \Sigma_{22}^{R}(c) X=g(c ; c) 1_{\left\{d_{j}=c\right\}} X^{\prime} B(c) B(c)^{\prime} X$, $W_{3}^{R}(c)=X^{\prime} \Sigma_{33}^{R}(c) X=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X$.

Interestingly when $\Sigma=0$ the distribution of $W^{R}(c)$ can still be characterized; the regularized weighting matrix is given by $\Sigma^{R}(c)=g(0 ; c) I_{q}$, so the regularized Wald statistic simplifies to $g(0 ; c) X^{\prime} X$ in the general case. In the Gaussian case, when $\Sigma=0, d_{j}=0$ with multiplicity $q$, the limiting statistic is equal to zero (see equation (8.1), where $W^{R}(c)=0$ ). Note also that the components are independent due to the specific decomposition of the regularized weighting matrix. We can now easily consider the special case where $X$ is Gaussian, with the Lütkepohl and Burda (1997)'s result obtained as a special case of Corollary 8.2. Besides, if there is no eigenvalues such that $\lambda_{i}=d_{j}=c, W_{2}^{R}(c)=0$ due to the indicator function, and $W^{R}(c)=W_{1}^{R}(c)+W_{3}^{R}(c)$ for all the subsequent results stated in this section.

Corollary 8.2 The regularized Wald statistic with a fixed threshold: the Gaussian case. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Under Assumptions $\mathbf{2 . 2}$ with $p=q, \mathbf{2 . 5}$ with $\psi(\theta)=\psi_{0}$, and 7.2, let the regularized inverses satisfy equations (7.13) and (7.14), decomposition (4.2), and the eigenprojection is expressed as in equation (7.9). Let $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$ be the number of distinct eigenvalues of $\Sigma$ larger than $c$, and $W_{n}^{R}(c)$ is defined in (5.1). Let $B\left(d_{j}\right)^{\prime} X=x_{j}$, where $x_{j} \sim N\left[0, d_{j} I_{m\left(d_{j}\right)}\right]$, for $j=1, \ldots, k$, or equivalently $x_{j}=\sqrt{d_{j}} u_{j}$, with $u_{j} \sim N\left[0, I_{m\left(d_{j}\right)}\right]$.
i) If $\Sigma=0, d_{j}=0$ with $m(0)=q$, then

$$
\begin{equation*}
W_{n}^{R}(c) \xrightarrow{\mathcal{L}} W^{R}(c)=X^{\prime} \Sigma^{R}(c) X=d_{j} u_{j}^{\prime} g(0 ; c) I_{q} u_{j}=0 . \tag{8.1}
\end{equation*}
$$

ii) If $\Sigma \neq 0$, then

$$
\begin{equation*}
W_{n}^{R}(c) \xrightarrow{\mathcal{L}} W^{R}(c) \tag{8.2}
\end{equation*}
$$

$$
\begin{aligned}
& \text { where } W^{R}(c)=X^{\prime} \Sigma^{R}(c) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) d_{j} v_{j}=W_{1}^{R}(c)+W_{2}^{R}(c)+W_{3}^{R}(c) \\
& \text { with } W_{1}^{R}(c)=X^{\prime} \Sigma_{11}^{R}(c) X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) d_{j} v_{j}, W_{2}^{R}(c)=X^{\prime} \Sigma_{22}^{R}(c) X=g(c ; c) 1_{\left\{d_{j}=c\right\}} c v_{j(c)}, \\
& W_{3}^{R}(c)=X^{\prime} \Sigma_{33}^{R}(c) X=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) d_{j} v_{j}, \text { where } v_{j} \sim \chi^{2}\left(m\left(d_{j}\right)\right), v_{j(c)} \sim \chi^{2}(m(c)) .
\end{aligned}
$$

We can see from this corollary that the three components can be interpreted as a linear combination of chi-square variables with the degree of freedom given by the multiplicity of the distinct eigenvalues. Note that when $\Sigma$ has rank $r<q$, the last component $W_{3}^{R}(c)$ contains a zero eigenvalue, i.e. $d_{k}=0$, when $c \neq 0$. When $c=0$, in this case $W_{2}^{R}(0)=W_{3}^{R}(0)=0$ and $W_{1}^{R}(0)=W^{+}(0)$; we obtain the Lütkepohl and Burda (1997) result as a special case. Note that their result only holds for distinct eigenvalues.

Corollary 8.3 Characterization of the bound: the Gaussian case. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Under Assumptions $\mathbf{2 . 2}$ with $p=q$, $\mathbf{2 . 5}$ with $\psi(\theta)=\psi_{0}$, and 7.2, let the regularized inverses satisfy equations (7.13) and (7.14), decomposition (4.2), and the eigenprojection is expressed as in equation (7.9). Let $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$ be the number of distinct eigenvalues of $\Sigma$ larger than c, and $W_{n}^{R}(c)$ is defined in (5.1). Let $B\left(d_{j}\right)^{\prime} X=x_{j}$, where $x_{j} \sim N\left[0, d_{j} I_{m\left(d_{j}\right)}\right]$, for $j=1, \ldots, k$, Let $g(. ; c) \in \mathcal{G}_{c}$, with a fixed threshold $c$ such that

$$
g\left(d_{j} ; c\right) d_{j} \leq 1 \quad \forall j=1, \ldots, k
$$

then

$$
W_{1}^{R}(c) \leq \chi^{2}\left(q_{1}\right), \quad W_{2}^{R}(c) \leq \chi^{2}(m(c)), W_{3}^{R}(c) \leq \chi^{2}\left(q_{3}\right)
$$

and

$$
W^{R}(c) \leq \sum_{j=1}^{k} v_{j} \sim \chi^{2}(q)
$$

where $v_{j} \sim \chi^{2}\left(m\left(d_{j}\right)\right), q_{1}=\sum_{j=1}^{k_{1}} m\left(d_{j}\right), q_{3}=q-q_{1}-m(c)$, and $q=\sum_{j=1}^{k} m\left(d_{j}\right)$.

In the Gaussian case we obtain a chi-square as an upper bound for the regularized statistic, when $c$ is fixed. Each component is distributed as a chi-square variable with the degree of freedom given by the sum of the multiplicities of the distinct eigenvalues involved in the sum. As the decomposition involves three independent chi-square variables, the resulting distribution for the overall statistic is also chi-square due to its stability; the degree of freedom is then given by the sum of the degrees of freedom of each component. As a result, the critical point given by the standard chi-square distribution (if $X$ is Gaussian) can be used to provide an asymptotically valid test. However, improved power over this conservative bound could be achieved by simulations. We shall now show that the regularized statistic is consistent against a global alternative when $X_{n}$ follows a general distribution.

Proposition 8.4 CONSISTENCY PROPERTY OF THE TEST. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Suppose Assumptions 2.2 with $p=q$ and 7.2 hold. Let the regularized inverses satisfy Property 2, decomposition (4.2), and the eigenprojection is expressed as in equation (7.9). Let $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$ be the number of distinct eigenvalues of $\Sigma$ larger than $c$, and $W_{n}^{R}(c)$ is defined in 5.1. Suppose also that there exist some eigenvalues of the limiting matrix $\Sigma$ such that $d_{j} \neq 0$ under the alternative. Suppose further $X_{n}=$ $a_{n}\left(\hat{\psi}_{n}-\psi_{1}\right)$ satisfies Assumption 2.1, with $\psi=\psi_{1}$. If $\psi_{1}-\psi_{0}=\Delta \neq 0$, and $\Delta^{\prime} \Sigma^{R}(c) \Delta>0$, then

$$
\begin{equation*}
W_{n}^{R}(c) \underset{n \rightarrow \infty}{\rightarrow} \infty \tag{8.3}
\end{equation*}
$$

We also characterize the behavior the regularized Wald statistic under local alternatives as in the next proposition.

Proposition 8.5 LOCAL POWER CHARACTERIZATION. Suppose $\Sigma$ and $\Sigma_{n}$ are $q \times q$ symmetric matrices such that $\operatorname{rank}(\Sigma)=r \leq q$. Under Assumption 2.2 with $p=q$, and under Assumption 7.2, let the regularized inverses satisfy Property 2. Let $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$ be the number of distinct eigenvalues of $\Sigma$ larger than $c$, and $W_{n}^{R}(c)$ is defined in (5.1). Suppose there exist some eigenvalues of the limiting matrix $\Sigma$ such that $d_{j} \neq 0$ under the alternative. Suppose further $X_{n}=a_{n}\left(\hat{\psi}_{n}-\psi_{1 n}\right)$ satisfies Assumption 2.1. If $a_{n}\left(\psi_{1 n}-\psi_{0}\right) \rightarrow \Delta \neq 0$, and $\Delta^{\prime} \Sigma^{R}(c) \Delta>0$, then

$$
\begin{equation*}
W_{n}^{R}(c) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) \Delta+\Delta^{\prime} \Sigma^{R}(c) \Delta \tag{8.4}
\end{equation*}
$$

We can observe from this result that the limiting quantity involves three components: the first component is still a quadratic form in $X$ in accordance with the null hypothesis; the second component is a linear form in $X$; the third one represents a noncentrality parameter. Only the last two components will contribute to power. Note that in the Lütkepohl and Burda (1997) case, the noncentrality parameter based on the modified Moore-Penrose inverse $\Delta^{\prime} \Sigma_{c}^{+} \Delta$ is expected to be smaller than the noncentrality parameter $\Delta^{\prime} \Sigma^{R}(c) \Delta$, which may entail a loss of power even though the chi-square distribution with reduced degrees of freedom yields a smaller critical point. Indeed, there may exist some directions for the alternative, where a spectral cut-off type Moore-Penrose inverse that sets to zero the small eigenvalues, may destroy power as shown in the next corollary.

Corollary 8.6 LOCAL POWER CHARACTERIZATION: DELTA IN THE NULL EIGENSPACE. Suppose the assumptions of Proposition $\mathbf{8 . 5}$ are satisfied. Suppose further that $\Delta \in \mathcal{V}(0)$, then

$$
\begin{equation*}
W_{n}^{R}(c) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} X^{\prime} \Sigma^{R}(c) X+2 g(0 ; c) X^{\prime} \Delta+g(0 ; c) \Delta^{\prime} \Delta \tag{8.5}
\end{equation*}
$$

We do not expect the test to be consistent against all types of alternatives. There may exist some directions where power is reduced or eventually destroyed, whether $\Delta$ lies in the eigenspace $\mathcal{V}(0)$ associated with the null eigenvalue
or not. In such a case, the choice of $g(0 ; c)$ is critical for power considerations. By setting $g(0 ; c)=0$, the spectral cut-off Moore Penrose inverse used by Lütkepohl and Burda (1997) will destroy power.

## 9. The case with a varying threshold $c_{n}$

We shall now present the convergence results for the regularized inverse that are fundamental to obtain wellbehaved regularized test statistics when the threshold varies with the sample size. Let $\lambda_{i}=\lambda_{i}(\Sigma)$ and $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right)$ for notational simplicity. First when designing the $\operatorname{VRF} g\left(\lambda ; c_{n}\right)$, the varying threshold $c_{n}$ must be selected so that

$$
\begin{equation*}
\mathbb{P}\left[\left|\hat{\lambda}_{i}-\lambda_{i}\right|>c_{n}\right]=\mathbb{P}\left[\left|b_{n}\left(\hat{\lambda}_{i}-\lambda_{i}\right)\right|>b_{n} c_{n}\right]_{n \rightarrow \infty}^{\rightarrow} 0 \tag{9.1}
\end{equation*}
$$

with $c_{n} \rightarrow 0$ and $b_{n} c_{n} \rightarrow \infty$ as $n$ grows to infinity. Thus, $c_{n}$ declines to 0 slower than $1 / b_{n}$, and $b_{n} c_{n} \rightarrow \infty$ slower than $b_{n}$. Indeed, the threshold must not decline to zero either too fast, or too slow. Selecting $c_{n}$ in this way ensures that the nonzero eigenvalues of the covariance matrix will eventually be greater than the threshold, while the true zero eigenvalues will fall below the threshold and are set to zero at least in large samples. In most cases, a natural choice for $b_{n}=\sqrt{n}$ and a suitable choice for $c_{n}$ is $c_{n}=n^{-1 / 3}$. This convergence rate plays a crucial role in Proposition 9.1 below.

Proposition 9.1 Convergence of the regularized inverse when the threshold varies with the SAMPLE SIZE. Let $\Sigma$ be a $q \times q$ real symmetric positive semidefinite nonstochastic matrix and $\Sigma_{n}$ a sequence of $q \times q$ real symmetric random matrices. Let $\Sigma$ and $\Sigma_{n}$ satisfy Assumption $\mathbf{2 . 2}$ with $p=q$ and let $g \in \mathcal{G}_{c}$, with $g(0 ; 0)=0$. Let $\lambda_{i}=\lambda_{i}(\Sigma)$ and $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right)$, with $\lambda_{i+1} \geq \lambda_{i} \geq 0, i=1, \ldots, q$ and $d_{j}$ 's denote the distinct eigenvalues of $\Sigma$. Suppose further that $c_{n} \underset{n \rightarrow \infty}{\rightarrow} 0$ and $b_{n} c_{n} \underset{n \rightarrow \infty}{\rightarrow} \infty$. If $\Sigma^{R}(0)$ and $\Sigma_{n}^{R}\left(c_{n}\right)$ have the representations (7.13) and (7.14) respectively, then

$$
\begin{equation*}
\Sigma_{n}^{R}\left(c_{n}\right) \xrightarrow{\mathrm{p}} \Sigma^{R}(0) . \tag{9.2}
\end{equation*}
$$

In other words, if $\Sigma_{n} \rightarrow \Sigma$ in probability, then the regularized inverse of $\Sigma_{n}$ will converge towards the regularized inverse of $\Sigma$. In the following, we establish a characterization of the asymptotic distribution of the regularized test statistic in the general case. This characterization makes use of the decomposition of the regularized statistic into a regular component and a regularized one.

Proposition 9.2 Asymptotic characterization of the regularized Wald statistic with varying THRESHOLD. Let $\Sigma$ be a $q \times q$ real symmetric positive semidefinite nonstochastic matrix and $\Sigma_{n}$ a sequence of $q \times q$ real symmetric random matrices. Let $\Sigma$ and $\Sigma_{n}$ satisfy Assumption $\mathbf{2 . 2}$ with $p=q$ and $g \in \mathcal{G}_{c}$, with $g(0 ; 0)=0$. Suppose $c_{n} \underset{n \rightarrow \infty}{ } 0$ and $b_{n} c_{n} \underset{n \rightarrow \infty}{\rightarrow} \infty$. Let $\Sigma^{R}(0)$ and $\Sigma_{n}^{R}\left(c_{n}\right)$ have the representations (7.13) and (7.14) respectively. Suppose also Assumption $\mathbf{2 . 1}$ holds, and $\operatorname{rank}(\Sigma)=q_{1}$. Let $k_{1}$ be the number of non-zero distinct eigenvalues $d_{j}$ of $\Sigma$, i.e., $\sum_{j=1}^{k_{1}} m\left(d_{j}\right)=q_{1} \geq 1, \quad g\left(d_{j} ; 0\right)=0, \forall j \geq k_{1}+1$, and $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right)$. Then, under $H_{0}\left(\psi_{0}\right): \psi\left(\theta_{0}\right)=\psi_{0}$,

$$
\begin{gather*}
W_{n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{n}^{R}\left(c_{n}\right) X_{n} \xrightarrow{\mathcal{L}} X^{\prime} \Sigma^{R}(0) X=W^{R}(0)  \tag{9.3}\\
W_{n}^{R}\left(c_{n}\right)=W_{1 n}^{R}\left(c_{n}\right)+W_{2 n}^{R}\left(c_{n}\right)  \tag{9.4}\\
W_{1 n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{11, n}^{R}\left(c_{n}\right) X_{n} \xrightarrow{\mathcal{L}} X^{\prime} \Sigma_{11}^{R}(0) X \equiv W_{1}^{R}(0)  \tag{9.5}\\
W_{2 n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{22, n}^{R}\left(c_{n}\right) X_{n} \text { such that } \mathbb{P}\left[W_{2 n}^{R}\left(c_{n}\right)=0\right] \rightarrow 1 . \tag{9.6}
\end{gather*}
$$

Thus, when the threshold $c_{n}$ converges to zero at an appropriate rate, based on the sample eigenvalues' convergence rate, the limiting regularized inverse boils down to the modified Moore-Penrose inverse, which cancels the nonregular component $W_{2}^{R}(0)$. Moreover, if we restrict the convergence in law above to the sole standard Gaussian distribution, i.e., $\left[X_{n}=a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)=\sqrt{n}\left[\psi(\hat{\theta})-\psi_{0}\right] \rightarrow N[0, \Sigma]\right]$, we obtain the result given by Lütkepohl and Burda (1997, Proposition 2, page 318) as a special case (see Corollary 9.3). In this case, the regularized Wald test is asymptotically distributed as a $\chi^{2}\left(q_{1}\right)$ variable with $q_{1}<q$. Further, note that Lütkepohl and Burda (1997, Proposition 2, page 318)'s result only holds for distinct eigenvalues, unlike Proposition 9.2 that is valid for multiple eigenvalues.

Corollary 9.3 ASYMPTOTIC DISTRIBUTION OF THE REGULARIZED WALD STATISTIC IN THE GAUSSIAN CASE WITH VARYING THRESHOLD. Let $\Sigma$ be a $q \times q$ real symmetric positive semidefinite nonstochastic matrix and $\Sigma_{n}$ a sequence of $q \times q$ real symmetric random matrices. Suppose Assumption 2.1 holds, and $\operatorname{rank}(\Sigma)=q_{1}$. Suppose also that Assumptions 2.2 with $p=q$, and $\mathbf{2 . 5}$ hold. Let $g \in \mathcal{G}_{c}$, with $g(0 ; 0)=0$. Suppose $c_{n} \underset{n \rightarrow \infty}{\rightarrow} 0$ and $b_{n} c_{n} \underset{n \rightarrow \infty}{\rightarrow} \infty$. Let $\Sigma^{R}(0)$ and $\Sigma_{n}^{R}\left(c_{n}\right)$ have the representations $(7.13)$ and $(7.14)$ respectively. Let the eigenprojection be expressed as in equation (7.9). Let $k_{1}$ be the number of non-zero distinct eigenvalues $d_{j}$ of $\Sigma$, i.e., $\sum_{j=1}^{k_{1}} m\left(d_{j}\right)=q_{1} \geq 1, \quad g\left(d_{j} ; 0\right)=0, \forall j \geq k_{1}+1$, and $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right)$. Let $B\left(d_{j}\right)^{\prime} X=x_{j}$, with $x_{j} \sim N\left[0, d_{j} I_{m\left(d_{j}\right)}\right]$ for all $j$, or equivalently $x_{j}=\sqrt{d_{j}} u_{j}, u_{j} \sim N\left[0, I_{m\left(d_{j}\right)}\right] . \operatorname{Let} g\left(d_{j} ; 0\right)=\frac{1}{d_{j}}, \forall j \leq k_{1}$ and 0 otherwise. Then, under $H_{0}\left(\psi_{0}\right): \psi\left(\theta_{0}\right)=\psi_{0}$

$$
W_{n}^{R}\left(c_{n}\right)=n\left[\psi(\hat{\theta})-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}\left(c_{n}\right)\left[\psi(\hat{\theta})-\psi_{0}\right]=W_{1 n}^{R}\left(c_{n}\right)+W_{2 n}^{R}\left(c_{n}\right)
$$

with

$$
\begin{align*}
& W_{1 n}^{R}\left(c_{n}\right)=n\left[\psi(\hat{\theta})-\psi_{0}\right]^{\prime} \Sigma_{11, n}^{R}\left(c_{n}\right)\left[\psi(\hat{\theta})-\psi_{0}\right],  \tag{9.7}\\
& W_{2 n}^{R}\left(c_{n}\right)=n\left[\psi(\hat{\theta})-\psi_{0}\right]^{\prime} \Sigma_{22, n}^{R}\left(c_{n}\right)\left[\psi(\hat{\theta})-\psi_{0}\right] \tag{9.8}
\end{align*}
$$

and

$$
\begin{equation*}
W_{1 n}^{R}\left(c_{n}\right) \xrightarrow{\mathcal{L}} W_{1}^{R}(0) \sim \chi^{2}\left(q_{1}\right) \text { and } \mathbb{P}\left[W_{2 n}^{R}\left(c_{n}\right)=0\right] \rightarrow 1 \tag{9.9}
\end{equation*}
$$

When the threshold goes to zero at the appropriate speed, the limiting regularized statistic has a standard chi square distribution with the degree of freedom given by the multiplicity of the nonzero eigenvalues. Meanwhile, the nonregular component collapses to zero due to the spectral cut-off Moore-Penrose inverse.

## 10. Alternative simulation-based approaches

In this section, we propose three alternative simulation-based approaches that rely on the technique of Monte Carlo tests to enhance the performance of the (regularized) Wald test; see Dufour (2006) and the references therein for a detailed presentation of the technique of Monte Carlo tests. To test the null hypothesis $H_{0}: \psi(\theta)=\psi_{0}$, we consider different ways of simulating the asymptotic distribution of the (regularized) Wald statistic. The approaches differ through the strength of the assumptions made on the asymptotic distribution. They can be described as follows.

1. [i)]
2. Simul-R approach: This approach requires the minimal assumption, and relies on the asymptotic distribution of the restrictions without the need to specify that of the parameter of interest $\theta$. By focusing on the restrictions, this approach can accommodate situations where some components of $\theta$ are not identified but whose transformations are. Thus, we simulate from the distribution of the restrictions, i.e.,
$\sqrt{n}\left(\hat{\psi}_{n}-\psi_{0}\right) \underset{n \rightarrow \infty}{\mathcal{L}} N(0, \Sigma)$, with $\hat{\psi}_{n}=\psi_{0}+\frac{1}{\sqrt{n}} \hat{U}_{\psi}^{\prime} \times \tilde{v}$, where $\tilde{v} \sim N[0, I]$. The estimate of $\Sigma$ is given by $\Sigma_{n}=\hat{U}_{\psi}^{\prime} \times \hat{U}_{\psi}$, provided $\hat{U}_{\psi}$ is available. We can then easily build the statistic as:

$$
S_{n}\left(\hat{\psi}_{n}\right)=\sqrt{n}\left[\hat{\psi}_{n}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) \sqrt{n}\left[\hat{\psi}_{n}-\psi_{0}\right]
$$

where $\Sigma_{n}^{R}(c)$ denotes the regularized inverse of $\Sigma_{n}$.
3. Simul-E approach: This approach is more restrictive than Simul-R to the extent that it requires the identification of the whole parameter vector $\theta$ and situations for whom the delta method applies. Nevertheless, it can accommodate some discontinuities in the restrictions (e.g., ratios of parameters with null values in the denominator). Thus, we simulate from the distribution of the estimator of $\theta$ :

$$
\begin{equation*}
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} N\left(0, \Sigma_{\theta}\right) \tag{10.10}
\end{equation*}
$$

using:

$$
\begin{equation*}
\hat{\theta}_{n}=\theta_{0}+\frac{1}{\sqrt{n}} \hat{U}^{\prime} \times \tilde{v} \tag{10.11}
\end{equation*}
$$

provided $\hat{U}$ is available; $\hat{U}^{\prime} \times \hat{U}=\Sigma_{\theta, n}$, where $\Sigma_{\theta, n}$ is an estimator of $\Sigma_{\theta}$, and $\tilde{v} \sim N[0, I]$. Applying the delta method, we can deduce the distribution of the restrictions, i.e. $\sqrt{n}\left(\psi\left(\hat{\theta}_{n}\right)-\psi\left(\theta_{0}\right)\right) \underset{n \rightarrow \infty}{\underset{\rightarrow}{\mathcal{L}}}$ $N(0, \Sigma)$, with $\Sigma=\Gamma \Sigma_{\theta} \Gamma^{\prime}$, and $\Gamma$ corresponds to the derivative of the restrictions w.r.t. $\theta$. We can then easily build the statistic as:

$$
S_{n}\left(\hat{\theta}_{n}\right)=\sqrt{n}\left[\psi\left(\hat{\theta}_{n}\right)-\psi\left(\theta_{0}\right)\right]^{\prime} \Sigma_{n}^{R}(c) \sqrt{n}\left[\psi\left(\hat{\theta}_{n}\right)-\psi\left(\theta_{0}\right)\right]
$$

4. Simul-DGP approach: This approach is the most restrictive since it requires the highest level of information. Thus, when the full DGP is specified, one can simulate from it; $y$ can be expressed as a function of $\theta$, i.e. $y_{j}=f\left(\theta, \tilde{v}_{j}\right), j=1, \ldots, n$ where $\tilde{v}_{j}$ is a random variable and $y_{1}^{n}=\left(y_{1}, \ldots, y_{n}\right)$. For instance, one can simulate from a parametric Gaussian model under the null and build the statistic such as:

$$
S_{n}\left(y_{1}^{n}, \hat{\theta}_{n}\right)=n\left[\psi\left(\hat{\theta}_{n}\left(y_{1}^{n}\right)\right)-\psi\left(\theta_{0}\right)\right]^{\prime} \Sigma_{n}^{R}(c)\left[\psi\left(\hat{\theta}_{n}\left(y_{1}^{n}\right)\right)-\psi\left(\theta_{0}\right)\right]
$$

In the following, we shall denote $S^{(i)}$ the $i$-th replication of the simulated statistic associated with the $i$-th random vector $\tilde{v}^{(i)}$, for $i=1, \ldots, N$. Please note that $n$ refers to the sample size while $N$ to the number of replications of the Monte Carlo test. For $i=0$, let $S^{(0)}=S^{(0)}\left(\psi_{0}\right)$ refer to the test statistic computed from observed data when the true parameter vector is $\psi\left(\theta_{0}\right)=\psi_{0}$. Note that the technique of Monte Carlo tests does not require the number of replications $N$ to be large, and the validity of the procedure holds for $N$ fixed; for example $N=19$ is sufficient to control the level of the test irrespective of the sample size. In other words, if one simulates from the exact distribution of the test statistic instead of the asymptotic approximation, the Monte Carlo test would yield an exact test.

Suppose now that we use the Simul-R approach given in $i$ ) provided $\hat{U}_{\psi}$ exists. Let $\tilde{v}^{(i)} \sim N(0, I)$ for $i=1, \ldots, N$ such that:

$$
\hat{\psi}_{n}^{(1)}=\psi_{0}+\frac{1}{\sqrt{n}} \hat{U}_{\psi}^{\prime} \tilde{v}^{(1)} \text { or equivalently } \sqrt{n}\left[\hat{\psi}_{n}^{(1)}-\psi_{0}\right]=\hat{U}_{\psi}^{\prime} \tilde{v}^{(1)}
$$

$$
\hat{\psi}_{n}^{(N)}=\psi_{0}+\frac{1}{\sqrt{n}} \hat{U}_{\psi}^{\prime} \tilde{v}^{(N)} \text { or equivalently } \sqrt{n}\left[\hat{\psi}_{n}^{(N)}-\psi_{0}\right]=\hat{U}_{\psi}^{\prime} \tilde{v}^{(N)}
$$

whose nuisance parameter is given by $\Sigma=U_{\psi}^{\prime} U_{\psi}$ and its estimator corresponds to $\Sigma_{n}=\hat{U}_{\psi}^{\prime} \hat{U}_{\psi}=V_{n}^{\prime} \Lambda\left[\lambda\left(\Sigma_{n}\right)\right] V_{n}$. The corresponding regularized counterpart corresponds to $\Sigma_{n}^{R}(c)=V_{n}^{\prime} \Lambda^{\dagger}\left[\lambda\left(\Sigma_{n}\right) ; c\right] V_{n}$. For $i=1, \ldots, N$, we simulate N replications of the statistic under the null,

$$
\begin{gathered}
S_{n}^{(1)}\left(\hat{\psi}_{n}\right)=\sqrt{n}\left[\hat{\psi}_{n}^{(1)}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) \sqrt{n}\left[\hat{\psi}_{n}^{(1)}-\psi_{0}\right] \\
\vdots \\
S_{n}^{(N)}\left(\hat{\psi}_{n}\right)=\sqrt{n}\left[\hat{\psi}_{n}^{(N)}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) \sqrt{n}\left[\hat{\psi}_{n}^{(N)}-\psi_{0}\right]
\end{gathered}
$$

Let us now state the assumptions required for the validity of the asymptotic Monte Carlo test based on a consistent point estimate.

Assumption 10.1 (A): Let $\tilde{v}^{(i)} i=1, \ldots, N$ be i.i.d. with distribution function $\mathbb{P}\left[\tilde{v}^{(i)} \leq x\right]=\gamma(x)$ and the simulated statistics $\left(S_{n}^{(1)}(\psi), \ldots, S_{n}^{(N)}(\psi)\right)$ be i.i.d. each one with distribution function $\mathbb{P}\left[S_{n}^{i}(\psi) \leq x\right]=$ $F_{n}(x \mid \psi) \quad \forall \psi \in \Gamma_{0}$, for $\Gamma_{0}$ a nonempty subset of $\Psi$. For the sake of notations, $\psi$ will characterize the parameters of the distribution, including nuisance parameters such as the parameters of variance and covariance.
(B): For $n \geq I_{0}, S_{n}^{(0)}$ and $\hat{\psi}_{n}$ are both measurable w.r.t. the probability space $\left\{\left(\mathcal{L}, \mathcal{A}_{\mathcal{L}}, \overline{\mathbb{P}}_{\theta}\right): \theta \in \Omega\right\}$. $S_{n}^{(0)}$ and $F_{n}\left(S_{n}^{(0)} \mid \hat{\psi}_{n}\right)$ are random variables.
(C): $\forall \epsilon_{0}>0, \forall \epsilon_{1}>0, \exists \delta>0$ and a sequence of open subsets $D_{n 0}\left(\epsilon_{0}\right)$ in $\mathbb{R}$ such that $\liminf _{n \rightarrow \infty}\left[S_{n}^{(0)} \in\right.$ $\left.D_{n 0}\left(\epsilon_{0}\right)\right] \geq 1-\epsilon_{0}$ and $\left\|\psi-\psi_{0}\right\| \leq \delta \Rightarrow \limsup _{n \rightarrow \infty}\left\{\sup _{x \in D_{n 0}\left(\epsilon_{0}\right)}\left|F_{n}[x \mid \psi]-F_{n}\left[x \mid \psi_{0}\right]\right|\right\} \leq \epsilon_{1}$.

Note that the $i . i . d$. assumption for $\left(S_{n}^{(1)}(\psi), \ldots, S_{n}^{(N)}(\psi)\right)$ can be relaxed to the exchangeability assumption. Let $S_{n}(N, \psi)=\left(S_{n}^{(1)}(\psi), \ldots, S_{n}^{(N)}(\psi)\right)$, and the sample distribution and p-value functions be defined as:

$$
\begin{align*}
\hat{F}_{n N}(x \mid \psi) \equiv & \hat{F}_{n N}\left[x ; S_{n}(N, \psi)\right]=\frac{1}{N} \sum_{i=1}^{N} 1\left(S_{n}^{(i)}(\psi) \leq x\right)  \tag{10.12}\\
\hat{G}_{n N}(x \mid \psi) \equiv & \hat{G}_{n N}\left[x ; S_{n}(N, \psi)\right]=\frac{1}{N} \sum_{i=1}^{N} 1\left(S_{n}^{(i)}(\psi) \geq x\right)  \tag{10.13}\\
& \hat{p}_{n N}(x \mid \psi)=\frac{N \hat{G}_{n N}(x \mid \psi)+1}{N+1} \tag{10.14}
\end{align*}
$$

Thus,

$$
\begin{aligned}
\hat{G}_{n N}\left(S_{n 0} \mid \psi\right) & =\frac{1}{N} \sum_{i=1}^{N} 1\left(S_{n}^{(i)}(\psi) \geq S_{n}^{(0)}\right)=1-\frac{1}{N} \sum_{i=1}^{N} 1\left(S_{n}^{(i)}(\psi) \leq S_{n}^{(0)}\right) \\
& =1-\frac{1}{N}\left[-1+\sum_{i=0}^{N} 1\left(S_{n}^{(i)}(\psi) \leq S_{n}^{(0)}\right)\right]=\frac{N+1-R_{n 0}}{N}
\end{aligned}
$$

where $R_{n 0}=\sum_{i=0}^{N} 1\left(S_{n}^{(i)}(\psi) \leq S_{n}^{(0)}\right)$ is the rank of $S_{n}^{(0)}$ when the $N+1$ variables $S_{n}^{(0)}, S_{n}^{(1)}(\psi), \ldots, S_{n}^{(N)}(\psi)$ are ranked in nondecreasing order. By considering properly randomized distribution, tail area and p-value functions,
we allow for statistics with general (possibly discrete) distributions.

$$
\begin{gather*}
\tilde{F}_{n N}(x \mid \psi) \equiv \tilde{F}_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]=\frac{1}{N} \sum_{i=1}^{N} 1\left[\left(S_{n}^{(i)}(\psi), U_{i}\right) \leq\left(x, U_{0}\right)\right]  \tag{10.15}\\
=1-\hat{G}_{n N}\left[x ; S_{n}(N, \psi)\right]+T_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]  \tag{10.16}\\
T_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]=\frac{1}{N} \sum_{i=1}^{N} \delta\left[S_{n}^{(i)}(\psi)-x\right] 1\left(U_{i} \leq U_{0}\right)  \tag{10.17}\\
\tilde{G}_{n N}(x \mid \psi) \equiv \tilde{G}_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]=\frac{1}{N} \sum_{i=1}^{N} 1\left[\left(S_{n}^{(i)}(\psi), U_{i}\right) \geq\left(x, U_{0}\right)\right]  \tag{10.18}\\
=1-\hat{F}_{n N}\left[x ; S_{n}(N, \psi)\right]+\bar{T}_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]  \tag{10.19}\\
\bar{T}_{n N}\left[x ; U_{0}, S_{n}(N, \psi), U(N)\right]=\frac{1}{N} \sum_{i=1}^{N} \delta\left[S_{n}^{(i)}(\psi)-x\right] 1\left(U_{i} \geq U_{0}\right)  \tag{10.20}\\
\tilde{p}_{n N}(x \mid \psi)=\frac{N \tilde{G}_{n N}(x \mid \psi)+1}{N+1}, \tag{10.21}
\end{gather*}
$$

where $U(N)=\left(U_{1}, \ldots, U_{N}\right)$ and $U_{0}, U_{1}, \ldots, U_{N} \stackrel{\text { i.i.d. }}{\sim} U(0,1)$ and independent of $S_{n}(N, \psi)$. Next we report the asymptotic validity of bootstrap p-values based on a consistent point estimate that is established in Dufour (2006, Proposition 6.1, p.464). The proof of the proposition relies on the continuity and convergence property of the bootstrap p-values stated in two lemmas; readers interested in the proofs, please see Dufour (2006, Lemma A1-A2, p. 471 and 473). The proposition states the validity of bootstrap p-values for general sequences of random variables with (possibly discrete) distributions (when ties may have nonzero probability).

Proposition 10.2 (Asymptotic validity of bootstrap p-values) Under Assumption 10.1 (A)-(C) and notations (10.12)-(10.14) and (10.15)-(10.21), suppose the random variables $S_{n}^{(0)}$ and $\hat{\psi}_{n}$ are independent of $S_{n}(N, \psi)$ and $U_{0}$. If $\hat{\psi}_{n} \xrightarrow{p} \psi_{0}$ then for $0 \leq \alpha_{1} \leq 1$ and $0 \leq \alpha \leq 1$,

$$
\begin{array}{r}
\lim _{n \rightarrow \infty}\left\{\mathbb{P}\left[\tilde{G}_{n N}\left(S_{n}^{(0)} \mid \hat{\psi}_{n}\right) \leq \alpha_{1}\right]-\mathbb{P}\left[\tilde{G}_{n N}\left(S_{n}^{(0)} \mid \psi_{0}\right) \leq \alpha_{1}\right]\right\}=\lim _{n \rightarrow \infty}\left\{\mathbb{P}\left[\hat{G}_{n N}\left(S_{n}^{(0)} \mid \hat{\psi}_{n}\right) \leq \alpha_{1}\right]-\mathbb{P}\left[\hat{G}_{n N}\left(S_{n}^{(0)} \mid \psi_{0}\right) \leq \alpha_{1}\right]\right\} \\
=0 \tag{10.22}
\end{array}
$$

and
$\lim _{n \rightarrow \infty}\left\{\mathbb{P}\left[\tilde{p}_{n N}\left(S_{n}^{(0)} \mid \hat{\psi}_{n}\right) \leq \alpha\right]-\mathbb{P}\left[\tilde{p}_{n N}\left(S_{n}^{(0)} \mid \psi_{0}\right) \leq \alpha\right]\right\}=\lim _{n \rightarrow \infty}\left\{\mathbb{P}\left[\hat{p}_{n N}\left(S_{n}^{(0)} \mid \hat{\psi}_{n}\right) \leq \alpha\right]-\mathbb{P}\left[\hat{p}_{n N}\left(S_{n}^{(0)} \mid \psi_{0}\right) \leq \alpha\right]\right\}=0$.

## 11. Simulation results: Multi-step noncausality

In this section, we perform Monte Carlo experiments to assess the empirical behavior of the (regularized) Wald statistics in the presence of asymptotic singularity. We consider the following $\operatorname{VAR}(1)$ process

$$
\left[\begin{array}{l}
x_{t}  \tag{11.1}\\
y_{t} \\
z_{t}
\end{array}\right]=A_{1}\left[\begin{array}{l}
x_{t-1} \\
y_{t-1} \\
z_{t-1}
\end{array}\right]+u_{t}=\left[\begin{array}{ccc}
\theta_{x x} & \theta_{x y} & \theta_{x z} \\
\theta_{y x} & \theta_{y y} & \theta_{y z} \\
\theta_{z x} & \theta_{z y} & \theta_{z z}
\end{array}\right]\left[\begin{array}{l}
x_{t-1} \\
y_{t-1} \\
z_{t-1}
\end{array}\right]+u_{t}
$$

for $t=1, \ldots, n$, where $u_{t}=\left[u_{x, t} u_{y, t} u_{z, t}\right]^{\prime}$ is a Gaussian noise with a $(3 \times 3)$ nonsingular covariance matrix $\Sigma_{u}$. We are interested in testing for multi-step noncausality i.e.,

$$
H_{0}: \psi(\theta)=\left[\begin{array}{c}
\theta_{x y}  \tag{11.2}\\
\theta_{x x} \theta_{x y}+\theta_{x y} \theta_{y y}+\theta_{x z} \theta_{z y}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

using three different versions of the Wald statistic, i.e., $W_{n}^{R}(c)=n \psi\left(\hat{\theta}_{n}\right)^{\prime} \Sigma_{n}^{R}(c) \psi\left(\hat{\theta}_{n}\right)$. As pointed out in Section 3.1, singularity problems arise under parameter setting (3.1). Let $\mathrm{y}_{t}=\left[x_{t} y_{t} z_{t}\right]^{\prime}, Y \equiv\left(\mathrm{y}_{1}, \ldots, \mathrm{y}_{n}\right), B \equiv\left(A_{1}\right)$ $Z_{t} \equiv\left[\mathrm{y}_{t}\right], \quad Z \equiv\left(Z_{0}, \ldots, Z_{n-1}\right), U \equiv\left[u_{t}\right]_{t=1, \ldots, n}=\left(u_{1}, \ldots, u_{n}\right)$ Using the standard column stacking operator vec, let $\theta=\operatorname{vec}\left(A_{1}\right)=\operatorname{vec}(B)$, where $B$ is $(3 \times 3)$ and $Y, Z$ and $U$ are $(3 \times n)$. We use the multivariate LS estimator of $\theta$. Applying the column stacking operator vec on:

$$
\begin{equation*}
Y=B Z+U \tag{11.3}
\end{equation*}
$$

we have:

$$
\begin{gather*}
\operatorname{vec}(Y)=\operatorname{vec}(B Z)+\operatorname{vec}(U)  \tag{11.4}\\
y=\left(Z^{\prime} \otimes I_{3}\right) \operatorname{vec}(B)+\operatorname{vec}(U)  \tag{11.5}\\
y=\left(Z^{\prime} \otimes I_{3}\right) \theta+u \tag{11.6}
\end{gather*}
$$

where $\mathrm{E}\left(u u^{\prime}\right)=I_{n} \otimes \Sigma_{u}$. The multivariate LS estimator $\hat{\theta}_{n}$ is given by:

$$
\begin{equation*}
\hat{\theta}_{n}=\left(\left(Z Z^{\prime}\right)^{-1} Z \otimes I_{3}\right) y \tag{11.7}
\end{equation*}
$$

such that:

$$
\begin{equation*}
\sqrt{n}\left(\hat{\theta}_{n}-\theta_{0}\right) \xrightarrow{\mathcal{L}} N\left(0, \Sigma_{\theta}\right) \tag{11.8}
\end{equation*}
$$

where $\Sigma_{\theta}=\Omega^{-1} \otimes \Sigma_{u}$; see ?. Provided the delta method applies, the restrictions are also asymptotically Gaussian:

$$
\begin{equation*}
\sqrt{n}\left(\psi\left(\hat{\theta}_{n}\right)-\psi\left(\theta_{0}\right)\right) \xrightarrow{\mathcal{L}} N(0, \Sigma) \tag{11.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma=\frac{\partial \psi}{\partial \theta^{\prime}}(\theta) \Sigma_{\theta} \frac{\partial \psi^{\prime}}{\partial \theta}(\theta) \tag{11.10}
\end{equation*}
$$

A consistent estimator of $\Sigma$ is easily obtained as:

$$
\begin{equation*}
\Sigma_{n}=\frac{\partial \psi}{\partial \theta^{\prime}}\left(\hat{\theta}_{n}\right) \Sigma_{\theta, n} \frac{\partial \psi^{\prime}}{\partial \theta}\left(\hat{\theta}_{n}\right) \tag{11.11}
\end{equation*}
$$

by plugging in a consistent estimator of $\Sigma_{\theta}$, i.e., $\Sigma_{\theta, n}=\hat{\Omega}^{-1} \otimes \hat{\Sigma}_{u}$ with $\hat{\Omega}=\frac{1}{n} Z Z^{\prime}$ and $\hat{\Sigma}_{u}=\frac{1}{n} \sum_{t=1}^{n} \hat{u}_{t} \hat{u}_{t}^{\prime}=$ $\frac{1}{n} Y\left[I_{n}-Z^{\prime}\left(Z Z^{\prime}\right)^{-1} Z\right] Y^{\prime}$. We examine three different parameter settings for the VAR(1) coefficients $A_{1}=$ $\left[\begin{array}{lll}\theta_{x x} & \theta_{x y} & \theta_{x z} \\ \theta_{y x} & \theta_{y y} & \theta_{y z} \\ \theta_{z x} & \theta_{z y} & \theta_{z z}\end{array}\right]$. The first two parameter setups correspond to:

$$
A_{1}=A_{10}=\left[\begin{array}{ccc}
-0.99 & \theta_{x y} & \theta_{x z} \\
0 & -0.99 & 0.5 \\
0 & 0 & -0.99
\end{array}\right], \quad A_{1}=A_{20}=\left[\begin{array}{ccc}
-0.9 & \theta_{x y} & \theta_{x z} \\
0 & -0.9 & 0.5 \\
0 & 0 & -0.9
\end{array}\right]
$$

Table 1. Notations of the statistics

| Notations of the statistics |  |
| :--- | :--- |
| Notations | Definition |
| $W$ | Standard Wald statistic using the standard critical point |
| $W_{D V}$ (bound $)$ | Full-rank regularized Wald statistic using the asymptotic bound and a fixed threshold |
| $W_{L B}$ | LB Reduced-rank Wald statistic based on the modified Moore-Penrose inverse and a threshold that varies with the sample size |
| $W_{\text {Noise }}$ | Modified Wald statistic resulting from adding a noise to the restrictions; using the the standard critical point |
| Simul-R | Monte Carlo tests - simulated version of the corresponding statistic using the distribution of the restrictions |
| Simul-E | Monte Carlo tests - simulated version of the corresponding statistic using the distribution of the estimator of the parameter |
| Simul-DGP | Monte Carlo tests - simulated version of the corresponding statistic using a specified DGP |
| Simul-Mixt | Simulated version of the linear combination of modified chi-square variables as in eq. $(8.2): \sum_{j=1}^{2} g\left(\hat{\lambda}_{j} ; c\right) \hat{\lambda}_{j} v_{j}$, where the $v_{j}$ 's are independent |
|  | and random draws from a $\chi^{2}(1)$. |

where the problem of singularity is obtained for $\theta_{x y}=\theta_{x z}=\theta_{z y}=0$. The key parameter to disentangle between the regularity point and singularity point under this setup is $\theta_{x z}$, with $\theta_{x z}=0$ corresponding to a singularity point, and $\theta_{x z} \neq 0$ to a regularity point. A third parameter setup is examined, i.e., $A_{1}=A_{11}=\left[\begin{array}{ccc}0.3 & \theta_{x y} & \theta_{x z} \\ 0.7 & 0.3 & 0.25 \\ 0.5 & 0.4 & 0.3\end{array}\right]$ where $\theta_{x y}=\theta_{x z}=0$, and $\theta_{z y}=0.4 \neq 0$ yields a regular setup. The first two parameter settings involve parameters close to the nonstationary region, whereas the third one falls inside the stationary region. $u_{t}=\left[u_{x, t} u_{y, t} u_{z, t}\right]^{\prime}$ is a Gaussian noise with nonsingular covariance matrix $\Sigma_{u}$, whose values have been set to

$$
\Sigma_{u}=\left(\begin{array}{ccc}
1.5 & -0.7 & 0.3 \\
-0.7 & 0.5 & -0.4 \\
0.3 & -0.4 & 1
\end{array}\right)
$$

in the simulation design. Its determinant is different from zero, i.e., $\operatorname{det}\left(\Sigma_{u}\right)=0.143$. The threshold values have been set to $c_{n}=\hat{\lambda}_{1} n^{-1 / 3}$ in the case of a varying threshold and to $c=0.1$ for the fixed threshold. We also use $c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ sporadically; it performs better in the regular setup in terms of power because it regularizes less often. Note that the choice of $c_{n}=\hat{\lambda}_{1} n^{-1 / 3}$, (or $c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ ) only applies to the spectral cut-off regularized Wald statistic recommended by Lütkepohl and Burda (1997), whereas we propose the fixed value of $c=0.1$ for the full-rank regularized statistic. Concerning $c_{n}$, it has been normalized by the largest eigenvalues to account for scaling issues of the data. We use 5000 replications in all simulation experiments. The nominal size to perform the tests has been fixed to 0.05 , with critical points for the chi-square distribution with full rank given by $\chi_{95 \%}^{2}(2)=$ 5.99, or with reduced rank given by $\chi_{95 \%}^{2}(1)=3.84$ for the spectral cut-off regularized Wald statistic. In the tables below, $W$ denotes the standard Wald statistic, $W_{D V}$ (bound) the full-rank regularized Wald statistic that uses the bound and the fixed threshold $c ; W_{L B}$ denotes the spectral cut-off Wald statistic that uses the varying threshold $c_{n}$. For comparison purposes, we also report the modified Wald statistic that results from adding noise to the restrictions to make them less efficient; it is denoted $W_{\text {noise }}$. See Lütkepohl and Burda (1997, Proposition 1, page 317) for its form. Note that $W_{L B}$ and $W_{\text {Noise }}$ are the two modified Wald statistics proposed by Lütkepohl and Burda (1997). We propose to implement the LB reduced-rank statistic through Monte Carlo tests (Simul-R, simul-E, Simul-DGP) that help to reduce size distortions in finite samples.

### 11.1. Level assessment

We study the empirical behavior of the test statistics under the null hypothesis:

$$
H_{0}: \quad \psi(\theta)=\left[\begin{array}{c}
\theta_{x y} \\
\theta_{x x} \theta_{x y}+\theta_{x y} \theta_{y y}+\theta_{x z} \theta_{z y}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right],
$$

first in irregular setups (see Table 2, panels $A: A_{1}=A_{10}$ and $B: A_{1}=A_{20}$ ), then in a regular setup (see Table 2 , panel $C: A_{1}=A_{11}$ ). It is clear from Table 2, panels A and B that the standard Wald statistic, $W$, does not have its usual asymptotic distribution in non-regular setups, either suffering from severe over-rejections in small samples, or from under-rejections in large samples. Its behavior gets worse when parameter values approach the nonstationary region (Table 2, Panel A). Similarly, the reduced rank Wald statistic, $W_{L B}$, displays the same finite sample behavior as $W$ in non-regular setups, with severe size distortions when parameters values get close to the nonstationary region, but exhibits good size properties asymptotically. In contrast, the full-rank regularized statistic that uses the bound, $W_{D V}$ (bound), does not suffer from over-rejection under the null hypothesis, but under-rejects instead. Nevertheless, if one simulates directly from the DGP provided it is specified, one can correct for the underrejection of the bound by using the Simul-DGP approach. The Simul-DGP approach for $W_{D V}$ remarkably dominates its competitors $W$ and $W_{L B}$ particularly in small samples (see Table 2, panel $A: A_{1}=A_{10}, n=50$ ). Thus, it is very important to simulate from a well-behaved statistic to produce a reliable test. To the extent that all testing procedures, including the Monte Carlo tests, rely on asymptotic arguments, it is not surprising that all tests approach the nominal level of 0.05 as soon as the sample size gets sufficiently large. In particular, all three simulation-based approaches exhibit good level properties for large sample sizes. Regarding the regular setup shown in Table 2, panel C, all statistics display the correct expected level of 0.05 . Note also that we have tried different values for the fixed threshold $c$, and we recommend $c=0.1$. Its impact on power will be examined next. Thus, the less one regularizes, i.e. one chooses $c=0.01$ instead of $c=0.1$, the more the full-rank regularized statistic behaves like the standard Wald statistic. Regarding the reduced rank statistic, $W_{L B}$ behaves slightly differently depending on the choice of the varying threshold $c_{n}$ in regular setups; in nonregular setups, whatever choice of $c_{n}$ is used, i.e., $c_{n}=\hat{\lambda}_{1} n^{-1 / 3}$ or $c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$, the results are identical. Power will differ markedly w.r.t. $c_{n}$ in the regular setup. Only $c_{n}=\hat{\lambda}_{1} n^{-1 / 3}$ is used in the simulated versions of the $W_{L B}$ test statistic. Note also the correct asymptotic level of the simulated version of the linear combination of chi-square variables as in eq. (8.2): $\sum_{j=1}^{2} g\left(\hat{\lambda}_{j} ; c\right) \hat{\lambda}_{j} v_{j}$, where the $v_{j}$ 's are independent and random draws from a $\chi^{2}(1)$. In the regular setup, the level of the corresponding procedure is controlled for all sample sizes. Finally, although $W_{\text {Noise }}$ enables to control size under the null, this procedure is not recommendable from the viewpoint of power as shown next.

### 11.2. Power assessment

We also study the empirical power for alternatives close to a singularity point $\theta_{x z}=0$ :

$$
H_{1}: \quad \psi(\theta)=\left[\begin{array}{c}
\delta \\
\left(\theta_{x x}+\theta_{y y}\right) \delta
\end{array}\right] \neq\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

with $\theta_{x y}=\delta,(\delta=0.1264$ or $\delta=0.04)$ whose empirical power is reported in Table 3, panels A and B. We also consider a second type of alternative for a violation of the second restriction only, while maintaining fulfilled the first restriction as in Lütkepohl and Burda (1997), i.e.

$$
H_{1}: \quad \psi(\theta)=\left[\begin{array}{c}
0 \\
\left(\theta_{x z} \times \theta_{z y}\right)
\end{array}\right] \neq\left[\begin{array}{l}
0 \\
0
\end{array}\right],
$$

with $\theta_{x z}=\delta=0.1264, \theta_{z y}=0.4$ and $\theta_{x y}=0$, under a regular design:
Table 2. Empirical levels of Multistep noncausality tests $H_{0}: \psi(\theta)=0$

| $H_{0}: \psi(\theta)=0 ;$ nominal size $=0.05, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1$; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{0}: \psi(\theta)=0$ with with $\theta_{x y}=\theta_{x z}=\theta_{z y}=0$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=-0.99, A_{1}=A_{10}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1$; |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | $n=100$ |  |  |  |  | $n=500$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.3234 | 0.2996 | 0.2326 | 0.1870 |  | 0.2496 | 0.2274 | 0.1956 | 0.1448 | - | 0.0858 | 0.0736 | 0.0946 | 0.0588 | - |
| $W_{L B}$ | 0.2820 | 0.2376 | 0.2444 | 0.1074 | - | 0.2308 | 0.1894 | 0.1966 | 0.0860 | - | 0.1116 | 0.0914 | 0.0902 | 0.0536 | - |
| $W_{\text {Noise }}$ | 0.0534 | - | - | - | - | 0.0566 | - | - |  | - | 0.0534 | - | - | - | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.2380/0.2382 | 0.2136/0.2230 | 0.0676/0.0878 | 0.2942 | - | 0.1892/0.1892 | 0.1786/0.1810 | 0.0476/0.0564 | 0.2416 |  | 0.0914/0.0914 | 0.0870/0.0870 | 0.0340/0.0342 | 0.1222 |
| $W_{D V}($ bound ); $c=0.1 / c=0.01$ | 0.0078/0.065 | - | - | - | - | 0.0006/0.022 | - | - | - | - | 0.000/0.000 | - | - | - | - |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.0600 | 0.0506 | 0.0758 | 0.0550 | - | 0.0370 | 0.0300 | 0.0554 | 0.0428 | - | 0.0178 | 0.0142 | 0.0384 | 0.0284 | - |
| $W_{L B}$ | 0.0862 | 0.0678 | 0.0688 | 0.0470 | - | 0.0670 | 0.0530 | 0.0534 | 0.0438 | - | 0.0528 | 0.0368 | 0.0380 | 0.0400 | - |
| $W_{\text {Noise }}$ | 0.0532 | - | - | - | - | 0.0536 | - | - | - | - | 0.0530 | - | - | - | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.0678/0.0678 | 0.0680/0.0680 | 0.0318/0.0318 | 0.0960 | - | 0.0530/0.0530 | 0.0530/0.0530 | 0.0324/0.0324 | 0.0732 | - | 0.0368/0.0368 | 0.0378/0.0378 | 0.0366/0.0366 | 0.0594 |
| $W_{D V}($ bound ); $c=0.1 / c=0.01$ | 0.000/0.000 | - | - | - | - | 0.000/0.000 | - | - | - | - | 0.000/0.000 | - | - | - | - |
| Panel B: irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{0}: \psi(\theta)=0$ with $\theta_{x y}=\theta_{x z}=\theta_{z y}=0$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=-0.9, A_{1}=A_{20}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | $n=100$ |  |  |  |  | $n=500$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.1044 | 0.0904 | 0.1146 | 0.0690 | - | 0.0576 | 0.0488 | 0.0760 | 0.0528 | - | 0.0260 | 0.0200 | 0.0470 | 0.0392 | - |
| $W_{L B}$ | 0.1404 | 0.1156 | 0.1178 | 0.0608 | - | 0.0948 | 0.0742 | 0.0732 | 0.0498 | - | 0.0614 | 0.0442 | 0.0470 | 0.0406 | - |
| $W_{\text {Noise }}$ | 0.0614 | - | - | - | - | 0.0544 | - | - | - | - | 0.0566 | - | - | - | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.1154/0.1142 | 0.1168/0.1194 | 0.0694/0.0596 | 0.1494 |  | 0.0742/0.0738 | 0.0734/0.0728 | 0.0540/0.0494 | 0.1032 | - | 0.0442/0.0442 | 0.0470/0.470 | 0.0410/0.0406 | 0.0660 |
| $W_{D V}($ bound) ; $c=0.1 / c=0.01$ | 0.0662/0.0728 | - | - | - | - | 0.0378/0.0388 | - | - | - | - | 0.0194/0.0194 | - | - | - | - |
| Panel B: irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.0224 | 0.0176 | 0.0452 | 0.0426 | - | 0.0202 | 0.0168 | 0.0446 | 0.0460 | - | 0.0162 | 0.0130 | 0.0352 | 0.0348 |  |
| $W_{L B}$ | 0.0582 | 0.0428 | 0.0464 | 0.0440 | - | 0.0574 | 0.0416 | 0.0438 | 0.0474 | - | 0.0468 | 0.0338 | 0.0364 | 0.0374 | - |
| $W_{\text {Noise }}$ | 0.0516 | - | - | - | - | 0.0534 | - | - | - | - | 0.0518 | - | - | - | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.0428/0.0428 | 0.0464/0.0466 | 0.0440/0.0440 | 0.0656 | - | 0.0416/0.0416 | 0.0438/0.0438 | 0.0474/0.0474 | 0.0648 | - | 0.0338/0.0338 | 0.0364/0.0364 | 0.0374/0.0374 | 0.0520 |
| $W_{D V}($ bound $) ; ~ c=0.1 / c=0.01$ | 0.0184/0.0184 | - | - | - | - | 0.0166/0.0166 | - | - | - | - | 0.0138/0.0138 | - | - | - | - |
| Panel C: regular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{0}: \psi(\theta)=0$ with $\theta_{x z}=\theta_{x y}=0, \theta_{z y}=0.4$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=0.3, A_{1}=A_{11}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | $n=100$ |  |  |  |  | $n=500$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.0438 | 0.0350 | 0.0580 | 0.0406 | - | 0.0422 | 0.0330 | 0.0502 | 0.0434 | - | 0.0508 | 0.0394 | 0.0422 | 0.0420 | - |
| $W_{L B} ; c_{n}=\hat{\lambda}_{1} n^{-1 / 3} / c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ | 0.0576/0.0516 | 0.0426 | 0.0502 | 0.0398 | - | 0.0590/0.050 | 0.0446 | 0.0476 | 0.0398 | - | 0.0538/0.0508 | 0.0400 | 0.0382 | 0.0410 | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.0352/0.0350 | 0.0584 | 0.0404/0.0406 | 0.0488 | - | 0.0338/0.0330 | 0.0510 | 0.0426/0.0434 | 0.0508 | - | 0.0394/0.0394 | 0.0416 | 0.0434/0.0420 | 0.0560 |
| $W_{D V}($ bound $) ; ~ c=0.1 / c=0.01$ | 0.0424/0.0438 | - | - | - | - | 0.0398/0.0422 | - | - | - | - | 0.0484/0.0508 | - | - | - | - |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt | Asy | Simul-R | Simul-E | Simul-DGP | Simul-Mixt |
| W | 0.0476 | 0.0354 | 0.0372 | 0.0376 | - | 0.0450 | 0.0348 | 0.0360 | 0.0346 | - | 0.0452 | 0.0336 | 0.0334 | 0.0386 | - |
| $W_{L B} ; c_{n}=\hat{\lambda}_{1} n^{-1 / 3} / c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ | 0.0534/0.0476 | 0.0366 | 0.0376 | 0.0326 | - | 0.0478/0.0450 | 0.0368 | 0.0398 | 0.0324 | - | 0.0452/0.0452 | 0.0336 | 0.0334 | 0.0386 | - |
| $W_{D V} ; c=0.1 / c=0.01$ | - | 0.0354/0.0354 | 0.0382 | 0.0384/0.0376 | 0.0556 | - | 0.0346/0.0348 | 0.0362 | 0.0348/0.0346 | 0.0524 | - | 0.0338/0.0336 | 0.0334 | 0.0398/0.0386 | 0.0528 |
| $W_{D V}($ bound $) ; ~ c=0.1 / c=0.01$ | 0.0464/0.0476 | - | - | - | - | 0.0444/0.0450 | - | - | - | - | 0.0444/0.0452 | - | - | - | - |

See Table 1 for the definition of the acronyms.
Table 3．Locally－level corrected empirical power of tests for multistep noncausality $H_{1}: r(\theta) \neq 0$

| $H_{1}: \psi(\theta) \neq 0 ;$ nominal size $=0.05, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A：irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{1}: \psi(\theta) \neq 0$ with $\theta_{x y}=\delta=0.1264, \theta_{x z}=0$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=-0.99, A_{1}=A_{10}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | n $n=100$ |  |  |  |  | －$n=500$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 0.9006 | 0.24130 | 0.5210 | 0.4411 | － | 0.9994 | 0.3472 | 0.6647 | 0.7131 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{L B}$ | 0.9604 | 0.4621 | 0.4618 | 0.9518 | － | 0.9996 | 0.7488 | 0.6709 | 0.9996 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{\text {Noise }}$ | 0.3798 | － | － | － | － | 0.6976 | － | － | － | － | 1.00 | － | － | － | － |
| $W_{D V}$ | － | 0.4696 | 0.5935 | 0.9708 | － | － | 0.7463 | 0.8032 | 0.9998 | － | － | 1.00 | 1.00 | 1.00 | － |
| $W_{D V}$（bound） | 0.9812 | － | － | － | － | 0.9996 | － | － | － | － | 1.00 | － | － | － | － |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{L B}$ | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{\text {Noise }}$ | 1.00 | － | － | － | － | 1.00 | － | － | － | － | 1.00 | － | － | － | － |
| $W_{D V}$ | － | 1.00 | 1.00 | 1.00 | － | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 |
| $W_{\text {DV }}$（bound） | 1.00 | － | － | － | － | 1.00 | － | － | － | － | 1.00 | － | － | － | － |
| Panel B：irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{1}: \psi(\theta) \neq 0$ with $\theta_{x y}=\delta=0.04, \theta_{x z}=0$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=-0.99, A_{1}=A_{10}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1$ ； |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | 年 $n=100$ |  |  |  |  | $n=500$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 0.4726 | 0.2314 | 0.3723 | 0.1900 | － | 0.9256 | 0.3460 | 0.6363 | 0.5983 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{L B}$ | 0.6454 | 0.3406 | 0.3484 | 0.5604 | － | 0.9744 | 0.7276 | 0.6557 | 0.9694 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{\text {Noise }}$ | 0.0828 | － | － | － | － | 0.1130 | － | － | － | － | 0.4110 | － | － | － | － |
| $W_{D V}$ | － | 0.4268 | 0.5380 | 0.3020 | － | － | 0.7424 | 0.7989 | 0.9622 | － | － | 1.00 | 1.00 | 1.00 | － |
| $W_{D V}$（bound） | 0.2118 | － | － | － | － | 0.8710 | － | － | － | － | 1.00 | － | － | － |  |
| Panel B：irregular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{L B}$ | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{\text {Noise }}$ | 0.7124 | － | － | － | － | 0.9514 | － | － | － | － | 1.00 | － | － | － | － |
| $W_{D V}$ | － | 1.00 | 1.00 | 1.00 | － | － | 1.00 | 1.00 | 1.00 | － | － | 1.00 | 1.00 | 1.00 | － |
| $W_{D V}$（bound） | 1.00 | － | － | － | － | 1.00 | － | － | － | － | 1.00 | － | － | － | － |
| Panel C：regular setup |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $H_{1}: \psi(\theta) \neq 0$ with $\theta_{x z}=\delta=0.1264, \theta_{x y}=0, \theta_{z y}=0.4$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=0.3, A_{1}=A_{11}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $n=50$ |  |  |  |  | 年 $n=100$ |  |  |  |  | 俍 $n=500$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 0.0922 | 0.0726 | 0.1056 | 0.0888 | － | 0.1882 | 0.1524 | 0.1902 | 0.1808 | － | 0.8280 | 0.7874 | 0.7936 | 0.7920 | － |
| $W_{L B} ; c_{n}=\hat{\lambda}_{1} n^{-1 / 3} / c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ | 0．0556／0．0716 | 0.0466 | 0.0538 | 0.0412 | － | 0．0622／0．1494 | 0.0516 | 0.0556 | 0.0456 | － | 0．1184／0．8270 | 0.1028 | 0.1014 | 0.0984 | － |
| $W_{D V}$ | － | 0.0704 | 0.1026 | 0.0850 | 0.0972 | － | 0.1458 | 0.1840 | 0.1670 | 0.1970 | － | 0.7750 | 0.7748 | 0.7796 | 0.8310 |
| $W_{D V}$（bound） | 0.0854 | － | － | － | － | 0.1700 | － | － | － | － | 0.8064 | － | － | － | － |
|  | $n=1000$ |  |  |  |  | $n=2000$ |  |  |  |  | $n=5000$ |  |  |  |  |
| Statistics | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt | Asy | Simul－R | Simul－E | Simul－DGP | Simul－Mixt |
| W | 0.9912 | 0.9846 | 0.9854 | 0.9866 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 | － |
| $W_{L B} ; c_{n}=\hat{\lambda}_{1} n^{-1 / 3} / c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$ | 0．3106／0．9912 | 0.2938 | 0.2880 | 0.2866 | － | 0．8838／1．00 | 0.8784 | 0.8680 | 0.8730 | － | 1．00／1．00 | 1.00 | 1.00 | 1.00 | － |
| $W_{D V}$ | － | 0.9830 | 0.9844 | 0.9846 | 0.9920 | － | 1.00 | 1.00 | 1.00 | 1.00 | － | 1.00 | 1.00 | 1.00 | 1.00 |
| $W_{\text {DV }}$（bound） | 0.9898 | － | － | － | － | 1.00 | － | － | － | － | 1.00 | － | － | － | － |

See Table 1 for the definition of the acronyms．

$$
A_{1}=A_{11}=\left[\begin{array}{ccc}
0.3 & 0 & \theta_{x z} \\
0.7 & 0.3 & 0.25 \\
0.5 & 0.4 & 0.3
\end{array}\right]
$$

see Table 3, panel C. First of all, all power frequencies reported in Table 3 have been locally corrected for level distortions (only for over-rejections and not for under-rejections) for a fair comparison across statistics. See Table 6 in appendix A for level correction.

In Table 3, though conservative, the full-rank regularized test statistic that uses the bound, i.e., $W_{D V}$ (bound) exhibits higher power than its oversized competitors $W$ and $W_{L B}$ for alternatives sufficiently far from the null, i.e. for values of $\delta$ sufficiently different from zero (see Table 3, panel A, $n=50$ that corresponds to $\delta=0.1264$ ). However, when $\delta$ is close to zero, which corresponds to a local alternative, power is reduced for $W_{D V}$ (bound) (see Table 3, panel B, $n=50$ with $\delta=0.04$ ). Indeed for local alternatives, $W_{L B}$ benefits from a reduced critical point. In that respect, the simulated versions of the full rank statistic, especially the Simul-DGP version of $W_{D V}$ performs as well as $W_{L B}$ in terms of power as soon as the sample size reaches $n=100$ for local alternatives (see Table 3, panel B, $n=100$ with $\delta=0.04$ ). In particular for $W_{D V}$, we can observe as of $n=100$ that power tends to increase when moving from Simul-R to Simul-E to Simul-DGP, with the highest power achieved for Simul-DGP which is also the most demanding procedure in terms of information. More importantly, the locally-level corrected statistics $W$ and $W_{L B}$ are infeasible tests in practice, because this level correction requires the knowledge of the true, unknown parameter values unlike $W_{D V}$ (bound) whose level is controlled in all scenarios. The superiority of the simulated version of $W_{D V}$ over the simulated version of the standard Wald statistic in small samples (i.e., $n=50,100$ in panels A and B) is remarkable. Further, the behavior of the modified Wald statistic that results from adding noise to the restrictions to make them less efficient, as suggested by Lütkepohl and Burda (1997, Proposition 1, page 317), displays correct level under the null. However, such a noise tends to destroy power under the alternative and is not the approach we would recommend; compare $W_{\text {noise }}$ 's performance in panel B, for $\mathrm{n}=50, \ldots, 1000$ relative to its competitors. Finally, the most striking result is the severe under-performance of the reduced rank statistic $W_{L B}$ in a regular setup (panel C) when $c_{n}=\hat{\lambda}_{1} n^{-1 / 3}$. As already mentioned by Lütkepohl and Burda (1997), by underestimating the true rank of the covariance matrix, this reduced rank statistic puts more weight on the first restriction that remains fulfilled in this case. A violation of the null hypothesis coming from the second restriction will not be detected by a statistic that underestimates the rank; a full-rank regularized statistic dominates in this respect. Thus, these results on power reinforce the better properties of the full-rank regularized statistics over the spectral cut-off type. However, when $c_{n}=\hat{\lambda}_{1} n^{-1 / 2}$, power is restored for $W_{L B}$ in regular setups. Indeed, in regular setups where regularization is unnecessary, dropping some restrictions might damage power significantly. Thus, the choice of $c_{n}$ is critical in regular setups because it can diminish power substantially. The contrasting results displayed for $W_{L B}$ in panel C highlights the superiority of full-rank statistics over reducedrank ones. Overall, we recommend $W_{D V}$ (bound) along with the Simul-DGP version of $W_{D V}$, as both procedures control level while achieving reasonably good power in small samples under both setups (regular and irregular).

## 12. Empirical application to Multistep noncausality: saving-to-growth causation

In this section, we conduct noncausality tests to assess any causal relation between investment, saving and growth. Indeed, there is no consensus in the literature whether higher saving results in higher growth or the other way around in cross-country data. Especially, East Asian economies had experienced high growth rates long before they had high saving rates. Levine and Renelt (1992) argue that the investment rate is the key variable that is correlated with growth. They claim that the saving-to-growth causation reflects the same causal channel, but with the additional linkage that high saving leads to high investment. We shall investigate this relation in a single-country data set, focusing on U.S. data. The data come from the World Development Indicator's database (WDI), and are yearly observations spanning from 1972 to 2012. The data have been differenced once to account for the presence
of unit roots since the Augmented Dickey-Fuller tests detected the presence of unit roots at a 0.05 significance level. We use Saving that represents the gross domestic saving (in \% of GDP), Investment that corresponds to gross capital formation (in \% of GDP) and GDP growth (in annual \%). The gross capital formation consists of additions to the fixed assets of the economy plus net changes in the level of inventories. We also use Foreign direct Investment (FDI) (in \% of GDP); FDI are the net inflows of investment to acquire $10 \%$ or more of voting stocks in an enterprise operating in an economy other than that of the investor.

In this section, we conduct noncausality tests of the form:

$$
\begin{equation*}
H_{0}: \psi(\theta)=0, \tag{12.1}
\end{equation*}
$$

for several horizons, i.e., at horizons $H=1,2,3,4$ and 5 . Dufour and Renault (1998, Proposition 4.5) state that in a $\operatorname{VAR}(1)$ model it is sufficient to have noncausality up to horizon 2 for noncausality to hold at all horizons; therefore testing for noncausality at horizons 3,4 and 5 is superfluous and adds redundancy uselessly.

The Monte Carlo tests are simulated under the null of noncausality using $N=99$ simulated statistics. The estimate of the parameters are based on the real data; we then construct an ad-hoc restricted estimate by zeroing the corresponding parameters such that $\psi(\hat{\theta})=0$. Using an unrestricted estimator $\operatorname{vec}(\hat{\theta})$, we built the restricted version of the estimator, i.e., $\operatorname{vec}(\tilde{\theta})=\left(\hat{\theta}_{1}, \hat{\theta}_{2}, \hat{\theta}_{3}, 0, \hat{\theta}_{5}, 0,0, \hat{\theta}_{8}, \hat{\theta}_{9}\right)^{\prime}$. We use this ad-hoc restricted estimate to simulate the distribution of the test statistic under the null hypothesis. Recall that the Wald test is based on an unrestricted estimator, although its distribution is simulated under the null in the Monte Carlo procedure. The nominal level used in the test has been fixed at $\alpha=0.05$.

In addition to Panels A and B of Table 4, in which no redundant restrictions are added to the genuine restrictions, we purposely add redundant restrictions to assess their effect on the testing procedures; see panels C, D and E. More specifically, Panel A only tests $\psi_{1}(\theta)=\theta_{x y}=0$ while Panel B focuses on testing two restrictions:

$$
\psi_{2}(\theta)=\left[\begin{array}{c}
\theta_{x y}  \tag{12.2}\\
\theta_{x x} \theta_{x y}+\theta_{x y} \theta_{y y}+\theta_{x z} \theta_{z y}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which corresponds to the case of no redundant restrictions with the following Jacobian

$$
\frac{\partial \psi_{2}}{\partial \theta^{\prime}}=\left[\begin{array}{ccccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\theta_{x y} & 0 & 0 & \theta_{x x}+\theta_{y y} & \theta_{x y} & \theta_{x z} & \theta_{z y} & 0 & 0
\end{array}\right] .
$$

In the trivariate $\operatorname{VAR}(1)$ model, in which

$$
\left[\begin{array}{l}
x_{t} \\
y_{t} \\
z_{t}
\end{array}\right]=\left[\begin{array}{c}
\text { Growth } \\
\text { Saving } \\
\text { Investment }
\end{array}\right],
$$

the corresponding unrestricted estimates of the parameters and their estimated standard deviation are the following:

$$
\left.\begin{array}{c}
\hat{\theta}=\left[\begin{array}{ccccccccc}
\hat{\theta}_{x x} & \hat{\theta}_{y x} & \hat{\theta}_{z x} & \hat{\theta}_{x y} & \hat{\theta}_{y y} & \hat{\theta}_{z y} & \hat{\theta}_{x z} & \hat{\theta}_{y z} & \hat{\theta}_{z z} \\
-0.1466 & -0.8969 & -0.4203 & 0.3928 & 0.3176 & 0.5392 & -0.4411 & -0.4741 & -0.3438 \\
& & & & & & & &
\end{array}\right] \\
\hat{\sigma}=\left[\begin{array}{cccccccc}
\hat{\sigma}_{1} & \hat{\sigma}_{2} & \hat{\sigma}_{3} & \hat{\sigma}_{4} & \hat{\sigma}_{5} & \hat{\sigma}_{6} & \hat{\sigma}_{7} & \hat{\sigma}_{8} \\
2.149 & 3.2311 & 2.5876 & 0.6313 & 0.9505 & 0.7612 & 1.8284 & 2.7531
\end{array} 2.2048\right.
\end{array}\right] .
$$

In Table 4, we test for noncausality between Saving, Investment and Growth. In panel A, the results for $W$, $W_{D V}$ (bound) and $W_{L B}$ coincide regardless of the procedure used, asymptotic or simulated, since regularization is
unnecessary in this case. We next observe that when redundant restrictions are added, the reported determinant of the estimated covariance matrix diminishes. The behavior of the standard Wald test statistic seriously deteriorates. This poor behavior is striking in Panel E about the Investment-Growth causation; the value of the statistic jumps from 3.2388 (Panel D: Investment-Growth causation) to 11.7251 (Panel E: Investment-Growth causation) forcing the standard statistic to erroneously reject the null of noncausation. Similarly, the standard Wald test statistic steadily misbehaves as the determinant approaches zero in the Growth-Saving causality analysis. While the asymptotic standard test still rejects the null of noncausation from Growth to Saving with a value of 40.5742 (Panel E: Growth-to-Saving), its simulated counterpart fails to reject the null with a p-value of 0.12 (Panel E: Growth-toSaving). Thus, simulating from a misbehaved statistic does not produce reliable inference; a severe contradiction arises between the decision based on the asymptotic critical value and the simulated procedure. Further, the discrepancy between the standard Wald statistic $W$ and the full-rank regularized Wald statistic $W_{D V}$ (bound) widens with the number of redundant restrictions added (Panel E: Investment-to-Growth, Growth-to-Saving). Note also the puzzling conclusion produced by the simulated test based on the spectral cut-off statistic $W_{L B}$. When redundant restrictions are added, the simulated procedure inverts the decision of the test when one moves from Panel B to panel C and so on in the Saving-to-Growth causation.

While most of the procedures are not able to reject the null hypothesis that Saving does not cause Growth at all horizons, we unambiguously find that Growth causes Saving for U.S. data. Our findings support the original literature by Houthakker $(1961,1965)$, and Modigliani (1970) at the cross-country level. However, our single-country results on U.S. data do not support Levine and Renelt (1992)'s cross-country findings that high investment causes high growth. Importantly, in the presence of redundant restrictions the simulated version of the full-rank regularized $W_{D V}$ (bound) test steadily produces results consistent with those obtained without redundant restrictions. These results confirm those predicted from the theory: as stated in Dufour and Renault (1998, Proposition 4.5), in a VAR(1) model it is sufficient to have noncausality up to horizon 2 for noncausality to hold at all horizons. In other words, our findings at horizons 3,4 and 5 corroborate the results obtained at horizon 2 .

Next, when replacing Saving by FDI in Table 5, all tests are not able to reject the null that FDI does not cause Growth, nor that Growth does not cause FDI. Nevertheless all tests, regardless of the approach used, asymptotic or simulated, unambiguously reject the null that Investment does not cause Growth at all horizons. As predicted by the theory in a VAR(1) model, decisions obtained at horizon 2 are not reversed at higher horizons. Again, singularity critically impacts the behavior of the standard Wald statistic, triggering an erroneous rejection of the null that FDI does not cause Growth in panel E.

## 13. Conclusion

In this paper, we examine and propose Wald-type tests statistics that deal with asymptotic singular covariance matrices. To do so, we introduce a new class of regularized inverses, as opposed to generalized inverses, that embeds the spectral cut-off and Tikhonov regularized inverses known in the statistical literature. We propose a regularized Wald statistic that produces valid inference under fairly weak assumptions: the full-rank statistic relies on a fixed value for the threshold in the $\operatorname{VRF} g(\lambda ; c)$ and does not require the knowledge of the asymptotic rank nor the Gaussianity distribution. In contrast, the reduced rank Wald statistic that lets the threshold vary with the sample size requires more information about the sample behavior of the eigenvalues. By exploiting eigenprojection techniques, we show that the first regularized Wald statistic admits a nonstandard asymptotic distribution in the general case, which corresponds to a linear combination of $\chi^{2}$ variables if the restrictions are Gaussian. An upper bound, which is invariant to the degree of rank deficiency, is then derived for the full-rank regularized statistic that corresponds to a $\chi^{2}$ variable with full rank under Gaussianity. Hence, the test is asymptotically valid, meaning that the usual critical point can be used, but is conservative. Instead of using the asymptotic bound, we propose three ways to conduct the regularized Wald test by simulations through the technique of Monte Carlo tests: one may simulate under the DGP if available, or from the distribution of the estimator of the parameters
Table 4. Testing for noncausality between Saving, Investment and Growth

| $H_{0}: \stackrel{(H)}{\nmid} y_{t} x_{t}, \text { nominal size }=0.05, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: Testing for noncausality at Horizon $H=1$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: \text { Saving } \stackrel{(1)}{\rightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(1)}{\rightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(1)}{\nrightarrow \text { Saving }}$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=10.4400$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=7.5800$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.3985$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 3.0050 | Not rej. | 0.07 | Not rej. | 1.1712 | Not rej. | 0.28 | Not rej. | 15.1027 | Rej. | 0.01 | Rej. |
| $W_{L B}$ | 3.0050 | Not rej. | 0.07 | Not rej. | 1.1712 | Not rej. | 0.28 | Not rej. | 15.1027 | Rej. | 0.01 | Rej. |
| $W_{D V}($ bound $)$ | 3.0050 | Not rej. | 0.07 | Not rej. | 1.1712 | Not rej. | 0.28 | Not rej. | 15.1027 | Rej. | 0.01 | Rej. |
| Panel B: Testing for noncausality at Horizon $H=2$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: \text { Saving } \stackrel{(2)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(2)}{\nrightarrow G \text { rowth }}$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(2)}{\rightarrow} \text { Saving }$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=52.9062$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=27.9013$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.0725$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 3.115 | Not rej. | 0.07 | Not rej. | 2.1668 | Not rej. | 0.15 | Not rej. | 15.1053 | Rej. | 0.01 | Rej. |
| $W_{L B}$ | 3.1150 | Not rej. | 0.06 | Not rej. | 2.1668 | Not rej. | 0.13 | Not rej. | 13.298 | Rej. | 0.01 | Rej. |
| $W_{D V}($ bound) | 3.115 | Not rej. | 0.07 | Not rej. | 2.1668 | Not rej. | 0.15 | Not rej. | 15.1053 | Rej. | 0.01 | Rej. |
| Panel C: Testing for noncausality at Horizon $H=3$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: \text { Saving } \stackrel{(3)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(3)}{\rightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(3)}{\not} \text { Saving }$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=22.2189$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=8.3861$ |  |  |  | $\operatorname{det}\left(\sum_{\hat{\psi}}\right)=0.00198$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 3.2886 | Not rej. | 0.19 | Not rej. | 2.1802 | Not rej. | 0.23 | Not rej. | 38.1558 | Rej. | 0.01 | Rej. |
| $W_{L B}$ | 3.1947 | Not rej. | 0.03 | Rej. | 2.1673 | Not rej. | 0.10 | Not rej. | 12.0253 | Rej. | 0.01 | Rej. |
| $W_{D V}($ bound) | 3.2886 | Not rej. | 0.15 | Not rej. | 2.1802 | Not rej. | 0.21 | Not rej. | 15.4005 | Rej. | 0.01 | Rej. |
| Panel D: Testing for noncausality at Horizon $H=4$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: \text { Saving } \stackrel{(4)}{\rightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(4)}{\rightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(4)}{\rightarrow} \text { Saving }$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=2.6445$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.3841$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.000124$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 3.3415 | Not rej. | 0.52 | Not rej. | 3.2388 | Not rej. | 0.46 | Not Rej. | 40.4650 | Rej. | 0.01 | Rej. |
| $W_{L B}$ | 3.191 | Not rej. | 0.02 | Rej. | 2.0726 | Not rej. | 0.10 | Not rej. | 8.9015 | Rej. | 0.01 | Rej. |
| $W_{D V}($ bound) | 3.3415 | Not rej. | 0.16 | Not rej. | 2.5492 | Not rej. | 0.23 | Not rej. | 18.9391 | Rej. | 0.01 | Rej. |
| Panel E: Testing for noncausality at Horizon $H=5$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: \text { Saving } \stackrel{(5)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(5)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(5)}{\not} \text { Saving }$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.0204$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.00331$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.000001019$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 4.8147 | Not rej. | 0.65 | Not rej. | 11.7251 | Rej. | 0.39 | Not rej. | 40.5742 | Rej. | 0.12 | Not rej. |
| $W_{L B}$ | 3.1948 | Not rej. | 0.01 | Rej. | 1.9985 | Not rej. | 0.09 | Not Rej. | 8.6573 | Rej. | 0.01 | Rej. |
| $W_{D V}($ bound) | 3.331 | Not rej. | 0.21 | Not rej. | 3.4582 | Not Rej. | 0.19 | Not rej. | 18.3798 | Rej. | 0.01 | Rej. |

Note: For panels A, B, C, D and E, the full-rank statistics, i.e. $W$ and $W_{D V}$ use the $\chi_{1-\alpha}^{2}(1)=3.84, \chi_{1-\alpha}^{2}(2)=5.99, \chi_{1-\alpha}^{2}(3)=7.81, \chi_{1-\alpha}^{2}(4)=9.49$ and $\chi_{1-\alpha}^{2}(5)=11.07$ respectively.
Table 5. Testing for noncausality between FDI, Investment and Growth

| $H_{0}: \stackrel{(H)}{\nmid} \nrightarrow x_{t}, \text { nominal size }=0.05, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1$ |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: Testing for noncausality at Horizon $H=1$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: F D I \stackrel{(1)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}:$ Investment $\rightarrow$ Growth |  |  |  | $H_{0}: \text { Growth } \stackrel{(1)}{\rightarrow} F D I$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=16.7032$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=2.1792$ |  |  |  | $\operatorname{det}\left(\hat{\mathcal{L}}_{\hat{\psi}}\right)=0.0673$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 0.1076 | Not rej. | 0.75 | Not rej. | 22.1267 | Rej. | 0.01 | Rej. | 0.7103 | Not rej. | 0.40 | Not rej. |
| $W_{L B}$ | 0.1076 | Not rej. | 0.75 | Not rej. | 22.1267 | Rej. | 0.01 | Rej. | 0.7103 | Not rej. | 0.40 | Not rej. |
| $W_{D V}($ bound $)$ | 0.1076 | Not rej. | 0.75 | Not rej. | 22.1267 | Rej. | 0.01 | Rej. | 0.478 | Not rej. | 0.4 | Not rej. |
| Panel B: Testing for noncausality at Horizon $H=2$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}:$ FDI $\xrightarrow{(2)} \rightarrow$ Growth |  |  |  | $H_{0}:$ Investment $\stackrel{(2)}{\rightarrow}$ Growth |  |  |  | $H_{0}:$ Growth $\stackrel{(2)}{\rightarrow}$ FDI |  |  |  |
|  | $\operatorname{det}\left(\sum_{\hat{\psi}}\right)=91.6564$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=2.8886$ |  |  |  | $\operatorname{det}\left(\sum_{\hat{\psi}}\right)=0.00153$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\stackrel{V}{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 0.1179 | Not rej. | 0.85 | Not rej. | 23.801 | Rej. | 0.01 | Rej. | 0.7592 | Not rej. | 0.50 | Not rej. |
| $W_{L B}$ | 0.1161 | Not rej. | 0.74 | Not rej. | 13.596 | Rej. | 0.01 | Rej. | 0.7592 | Not rej. | 0.40 | Not rej. |
| $W_{D V}($ bound $)$ | 0.1179 | Not rej. | 0.85 | Not rej. | 23.801 | Rej. | 0.01 | Rej. | 0.4979 | Not rej. | 0.47 | Not rej. |
| Panel C: Testing for noncausality at Horizon $H=3$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: F D I \stackrel{(3)}{\oplus} \text { Growth }$ |  |  |  | $H_{0}: \text { Investment } \stackrel{(3)}{\nrightarrow} \text { Growth }$ |  |  |  | $H_{0}: \text { Growth } \stackrel{(3)}{\rightarrow} F D I$ |  |  |  |
|  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=2.5523$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.7248$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.00858$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 0.1179 | Not rej. | 0.86 | Not rej. | 49.3885 | Rej. | 0.01 | Rej. | 0.8615 | Not rej. | 0.44 | Not rej. |
| $W_{L B}$ | 0.1145 | Not rej. | 0.74 | Not rej. | 15.4611 | Rej. | 0.01 | Rej. | 0.7479 | Not rej. | 0.3 | Not rej. |
| $W_{D V}($ bound $)$ | 0.1179 | Not rej. | 0.85 | Not rej. | 49.3885 | Rej. | 0.01 | Rej. | 0.5435 | Not rej. | 0.44 | Not rej. |
| Panel D: Testing for noncausality at Horizon $H=4$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}: F D I \stackrel{(4)}{\sim}$ Growth |  |  |  | $H_{0}:$ Investment $\stackrel{(4)}{\rightarrow}$ Growth |  |  |  | $H_{0}:$ Growth $\stackrel{(4)}{\longrightarrow} \mathrm{FDI}$ |  |  |  |
|  | $\operatorname{det}\left(\sum_{\hat{\psi}}\right)=0.0086$ |  |  |  | $\operatorname{det}\left(\sum_{\hat{\psi}}\right)=0.0044$ |  |  |  | $\operatorname{det}\left(\dot{\Sigma}_{\hat{\psi}}\right)=0.000000000138$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\hat{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 0.1221 | Not rej. | 0.87 | Not rej. | 51.5662 | Rej. | 0.01 | Rej. | 0.974 | Not rej. | 0.48 | Not rej. |
| $W_{L B}$ | 0.1182 | Not rej. | 0.74 | Not rej. | 12.7066 | Rej. | 0.01 | Rej. | 0.7352 | Not rej. | 0.40 | Not rej. |
| $W_{D V}($ bound $)$ | 0.1185 | Not rej. | 0.85 | Not rej. | 50.7662 | Rej. | 0.01 | Rej. | 0.5612 | Not rej. | 0.43 | Not rej. |
| Panel E: Testing for noncausality at Horizon $H=5$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  | $H_{0}:$ FDI $\stackrel{(5)}{\rightarrow}$ Growth |  |  |  | $H_{0}:$ Investment ${ }^{(5)}$ Growth |  |  |  | $H_{0}:$ Growth $\stackrel{(5)}{\rightarrow}$ FDI |  |  |  |
|  | $\operatorname{det}\left(\hat{\mathcal{L}}_{\hat{\psi}}\right)=0.0000024$ |  |  |  | $\operatorname{det}\left(\hat{\nu}_{\hat{\psi}}\right)=0.00063$ |  |  |  | $\operatorname{det}\left(\hat{\Sigma}_{\hat{\psi}}\right)=0.0000000000000157$ |  |  |  |
| Statistics | Asy |  | Simul-E |  | Asy |  | Simul-E |  | Asy |  | Simul-E |  |
| $\stackrel{V}{V}(\hat{\theta})$ | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision | numerical value | Decision |
| W | 50.5629 | Rej. | 0.09 | Not rej. | 84.2611 | Rej. | 0.02 | Rej. | 0.9898 | Not Rej. | 0.61 | Not rej. |
| $W_{L B}$ | 0.1147 | Not rej. | 0.74 | Not rej. | 12.953 | Rej. | 0.01 | Rej. | 0.7343 | Not rej. | 0.40 | Not rej. |
| $W_{\text {DV }}($ bound $)$ | 0.1696 | Not rej. | 0.84 | Not rej. | 60.035 | Rej. | 0.01 | Rej. | 0.5629 | Not rej. | 0.43 | Not rej. |

Note: For panels A, B, C, D and E, the full-rank statistics, i.e. $W$ and $W_{D V}$ use the $\chi_{1-\alpha}^{2}(1)=3.84, \chi_{1-\alpha}^{2}(2)=5.99, \chi_{1-\alpha}^{2}(3)=7.81, \chi_{1-\alpha}^{2}(4)=9.49$ and $\chi_{1-\alpha}^{2}(5)=11.07$ respectively.
$W_{L B}$ is based on the $\chi_{1-\alpha}^{2}(1)=3.84$, and $\chi_{1-\alpha}^{2}(2)=5.99$ because the other restrictions are redundant and are dropped for the reduced-rank statistic.
(or of the restrictions) to correct for size distortions. One can also simulate from the linear combination of chisquare variables to produce an asymptotically valid test for the full-rank regularized statistic. Finally, when the threshold goes to zero with the sample size, we obtain the spectral cut-off modified Wald statistic of Lütkepohl and Burda (1997) as a special case. Under normality, the test has the usual asymptotic distribution whose reduced rank is given by the number of eigenvalues greater than zero. Note that Lütkepohl and Burda (1997)'s result only holds for distinct eigenvalues whereas our result accounts for multiple eigenvalues. We also show that the regularized statistics are consistent against global alternatives, but the spectral cut-off Wald statistic has reduced power in some directions of the alternative. Besides, our approach is easy to implement: it only requires to compute eigenvalues and eigenvectors. It is therefore simple, systematic, and robust to all kinds of setups. More generally, the regularization techniques developed in this paper to deal with asymptotic singularity and deficient rank problems are not restricted to the sole Wald statistic, but can easily be applied to other statistics such as the Lagrange multiplier statistic, or score-type test statistics.

## A. Appendix: Rejection rules to correct size distortions

Insert Table 6 that is displayed below here.

## B. Appendix: Proofs

Proof of Lemma 2.3 By Assumption 2.2, $\left(b_{n}\left(A_{n}-A\right) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} \mathcal{Q}\right) \Rightarrow\left(A_{n} \underset{n \rightarrow \infty}{\stackrel{p}{\rightarrow}} A\right)$ and by Assumption 2.1 we have:

$$
\begin{aligned}
& W_{n}\left(\psi_{0}\right) \underset{n \rightarrow \infty}{\underset{~}{\mathcal{L}}} \quad\left[a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)\right]^{\prime}\left(A_{n}-A\right)\left[a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)\right]+\left[a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)\right]^{\prime} A\left[a_{n}\left(\hat{\psi}_{n}-\psi_{0}\right)\right] \\
& X^{\prime} 0 X+X^{\prime} A X .
\end{aligned}
$$

Proof of Property 1 Using Definition 4.1 and (4.3), we have $\Sigma \Sigma^{R}(c)=V \Lambda V^{\prime} V \Lambda^{\dagger}(c) V^{\prime}=V \Lambda \Lambda^{\dagger}(c) V^{\prime}$ since the $V_{i}$ 's are orthogonal. For all $\lambda, 0 \leq \lambda g(\lambda ; c) \leq 1$, so that $\Sigma \Sigma^{R}(c)=V \operatorname{diag}\left[\lambda_{j} g\left(\lambda_{j} ; c\right)\right]_{j=1, \cdots, q} V^{\prime} \leq I_{q}$. Regarding $i i$ ), we have:

$$
T \Sigma^{R}(c) T^{\prime}=V \Lambda^{1 / 2} V^{\prime} V \Lambda^{\dagger}(c) V^{\prime} V \Lambda^{1 / 2} V^{\prime}=V \Lambda^{1 / 2} \Lambda^{\dagger}(c) \Lambda^{1 / 2} V^{\prime}=V \operatorname{diag}\left[\lambda_{j} g\left(\lambda_{j} ; c\right)\right]_{j=1, \ldots, q} V^{\prime} \leq I_{q}
$$

since $0 \leq \lambda g(\lambda ; c) \leq 1$ for all $\lambda$. Regarding $i i i)$, we have:

$$
\Sigma-\Sigma \Sigma^{R}(c) \Sigma \geq 0 \Leftrightarrow \Sigma\left(I_{q}-\Sigma^{R}(c) \Sigma\right) \geq 0 \Rightarrow I_{q}-\Sigma^{R}(c) \Sigma \geq 0
$$

since $\Sigma$ is semi definite positive. The last implication holds by $i$. As for $i v$ ), for all $\lambda \geq 0, g(\lambda ; c)$ bounded, and if $g(\lambda ; c)>0$, we have $(\lambda g(\lambda ; c) \leq 1) \Rightarrow\left(0<g(\lambda ; c) \leq \frac{1}{\lambda} \leq \infty\right) \Rightarrow\left([g(\lambda ; c)]^{-1}-\lambda \geq 0\right)$. Hence, $\left(\Sigma^{R}(c)\right)^{-1}-\Sigma=V \operatorname{diag}\left[\left(g\left(\lambda_{j} ; c\right)\right)^{-1}-\lambda_{j}\right]_{j=1, \ldots, q} V^{\prime} \geq 0$. Finally for $v$ ), the rank is given by the number of eigenvalues greater than zero. As $\Sigma^{R}(c)=V \operatorname{diag}\left[g\left(\lambda_{j} ; c\right)\right]_{j=1, \cdots, q} V^{\prime}$, hence $(\lambda>0 \Rightarrow g(\lambda ; c)>0) \quad \Rightarrow$ $\left(\operatorname{rank}\left(\Sigma^{R}(c)\right) \geq \operatorname{rank}(\Sigma)\right)$.

PROOF of Lemma 6.3 If $\Sigma_{n} \xrightarrow{\text { a.s. }} \Sigma$, then the event $A=\left\{\omega: \Sigma_{n}(\omega) \underset{n \rightarrow \infty}{\rightarrow} \Sigma\right\}$ has probability one, i.e. $\mathbb{P}(A)=1$. For any $\omega \in A$, we have by Lemma 6.2:

$$
\left[\Sigma_{n}(\omega) \underset{n \rightarrow \infty}{\rightarrow} \Sigma\right] \Rightarrow\left[\lambda_{j}\left(\Sigma_{n}(\omega)\right) \rightarrow \lambda_{j}(\Sigma), \quad j=1, \ldots, J\right]
$$

Denoting $B=\left\{\omega: \lambda_{j}\left(\Sigma_{n}(\omega)\right) \underset{n \rightarrow \infty}{\rightarrow} \lambda_{j}(\Sigma)\right\}$, we have $A \subseteq B$, hence we have with probability one result $i$ ). By the same argument, we have result $i i$ ) for the eigenprojections.

## PROOF of Lemma 6.4

If $\Sigma_{n} \xrightarrow{p} \Sigma$ with eigenvalues $\left\{\lambda_{j}\left(\Sigma_{n}\right)\right\}$, then every subsequence $\left\{\Sigma_{n_{k}}\right\}$ with eigenvalues $\left\{\lambda\left(\Sigma_{n_{k}}\right)\right\}$, also


1. [i)]

Table 6. Empirical levels of Multistep noncausality tests $H_{0}: \psi(\theta)=0$ and modified rejection rules.

| $H_{0}: \psi(\theta)=0 ;$ nominal size $=0.05, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Panel A: irregular setup |  |  |  |  |  |
| $H_{0}: \psi(\theta)=0$ with with $\theta_{x y}=\theta_{x z}=\theta_{z y}=0$ and $\theta_{x x}=\theta_{y y}=\theta_{z z}=-0.99, A_{1}=A_{10}, c_{n}=\hat{\lambda}_{1} n^{-1 / 3}, c=0.1 ;$ |  |  |  |  |  |
|  |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 4.13$ when pv. $\leq 0.01$ | 0.0499 | $1 / 1.81$ when pv. $\leq 0.01$ | 0.0499 | 0.0515 |
| $W_{D V}$ | $1 / 2.11$ when pv. $\leq 0.01$ | 0.0499 | $1 / 1.67$ when pv. $\leq 0.01$ | 0.0500 | 0.0430 |
| $W_{L B}$ | $1 / 2.10$ when pv. $\leq 0.01$ | 0.0500 | $1 / 2.108$ when pv. $\leq 0.01$ | 0.0500 | 0.0358 |
| $n=100$ |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 2.88$ when pv. $\leq 0.01$ | 0.0500 | 1/1.503 when pv. $\leq 0.01$ | 0.0499 | 0.0527 |
| $W_{D V}$ | $1 / 1.34$ when pv. $\leq 0.01$ | 0.0500 | $1 / 1.245$ when pv. $\leq 0.01$ | 0.0499 | 0.0476 |
| $W_{L B}$ | $1 / 1.335$ when pv. $\leq 0.01$ | 0.0500 | $1 / 1.49$ when pv. $\leq 0.01$ | 0.0500 | 0.0486 |
| $n=500$ |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 1$ when pv. $\leq 0.03$ | 0.0502 | $1 / 1$ when pv. $\leq 0.02$ | 0.0342 | 0.0486 |
| $W_{D V}$ | $1 / 1$ when pv. $\leq 0.02$ | 0.0238 | $1 / 1$ when pv. $\leq 0.02$ | 0.0290 | 0.0340 |
| $W_{L B}$ | $1 / 1$ when pv. $\leq 0.02$ | 0.0238 | $1 / 1$ when pv. $\leq 0.02$ | 0.0302 | 0.0436 |
| $n=1000$ |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 1$ when pv. $\leq 0.05$ | 0.0506 | $1 / 1$ when pv. $\leq 0.03$ | 0.0418 | 0.0436 |
| $W_{D V}$ | $1 / 1$ when pv. $\leq 0.04$ | 0.0496 | $1 / 1$ when pv. $\leq 0.03$ | 0.0370 | 0.0318 |
| $W_{L B}$ | $1 / 1$ when pv. $\leq 0.04$ | 0.0496 | $1 / 1$ when pv. $\leq 0.03$ | 0.0372 | 0.0470 |
| $n=2000$ |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 1$ when pv. $\leq 0.05$ | 0.0300 | $1 / 1$ when pv. $\leq 0.04$ | 0.0440 | - |
| $W_{D V}$ | $1 / 1$ when pv. $\leq 0.04$ | 0.0414 | $1 / 1$ when pv. $\leq 0.04$ | 0.0414 | - |
| $W_{L B}$ | $1 / 1$ when pv. $\leq 0.04$ | 0.0414 | $1 / 1$ when pv. $\leq 0.04$ | 0.0418 | - |
| $n=5000$ |  |  |  |  |  |
| Statistics | Rejection Rule | Simul-R | Rejection Rule | Simul-E | Simul-DGP |
| W | $1 / 1$ when pv. $\leq 0.05$ | 0.0142 | $1 / 1$ when pv. $\leq 0.05$ | 0.0384 | - |
| $W_{D V}$ | $1 / 1$ when pv. $\leq 0.05$ | 0.0368 | $1 / 1$ when pv. $\leq 0.05$ | 0.0378 | - |
| $W_{L B}$ | $1 / 1$ when pv. $\leq 0.05$ | 0.0368 | $1 / 1$ when pv. $\leq 0.05$ | 0.0380 | - |

See Table 1 for the definition of the acronyms.
2. $\lambda_{j}\left(\Sigma_{m_{l}}\right) \xrightarrow{\text { a.s. }} \lambda_{j}(\Sigma)$,
3. $P_{j, t}\left(\Sigma_{m_{l}}\right) \xrightarrow{\text { a.s. }} P_{j, t}(\Sigma)$ provided $\lambda_{j-1}(\Sigma) \neq \lambda_{j}(\Sigma)$ and $\lambda_{t}(\Sigma) \neq \lambda_{t+1}(\Sigma)$.

As $\left\{\Sigma_{m_{l}}\right\} \subseteq\left\{\Sigma_{n_{k}}\right\} \subseteq\left\{\Sigma_{n}\right\}$ with the corresponding eigenvalues $\left\{\lambda_{j}\left(\Sigma_{m_{l}}\right)\right\} \subseteq\left\{\lambda_{j}\left(\Sigma_{n_{k}}\right)\right\} \subseteq\left\{\lambda_{j}\left(\Sigma_{n}\right)\right\}$, by ? it suffices that every subsequence $\left\{\lambda_{j}\left(\Sigma_{n_{k}}\right)\right\}$ of $\left\{\lambda_{j}\left(\Sigma_{n}\right)\right\}$ contains a subsequence $\left\{\lambda_{j}\left(\Sigma_{m_{l}}\right)\right\}$ which converges a.s. to get $\lambda_{j}\left(\Sigma_{n}\right) \xrightarrow{p} \lambda_{j}(\Sigma)$. By the same argument, we have $P_{j, t}\left(\Sigma_{n}\right) \xrightarrow{p} P_{j, t}(\Sigma)$.

PROOF of Proposition 7.3 If $\Sigma_{n} \xrightarrow{\text { a.s. }} \Sigma$, then by Lemma 6.3 i), we have $\hat{\lambda}_{i} \xrightarrow{\text { a.s. }} d_{j}, \forall i \in I_{j}$, where $I_{j}=\left\{i \in I: \lambda_{i}=d_{j}\right\}$. Under the additional Assumption 7.2, and the a.e. continuity of $g(., c)$, we have $g\left(\hat{\lambda}_{i} ; c\right) \xrightarrow{\text { a.s. }} g\left(d_{j} ; c\right) \forall i \in I_{j}$. Moreover, by Lemma 6.3 ii $)$, we have $P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{\text { a.s. }} P_{j}(\Sigma)$. Hence,

$$
\begin{aligned}
\Sigma_{n}^{R}(c)=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c\right)=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; c\right)-g\left(d_{j} ; c\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c\right)\right] \\
=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) g\left(d_{j} ; c\right)+\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c\right)-g\left(d_{j} ; c\right)\right] \xrightarrow{a . s .} \sum_{j=1}^{k} P_{j}(\Sigma) g\left(d_{j} ; c\right)
\end{aligned}
$$

since $g\left(d_{j} ; c\right)=\frac{1}{m\left(d_{j}\right)} \times m\left(d_{j}\right) g\left(d_{j} ; c\right)=\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(d_{j} ; c\right)$ and $g\left(\hat{\lambda}_{i} ; c\right) \xrightarrow{\text { a.s. }} g\left(d_{j} ; c\right) \forall i \in I_{j}$.

PROOF of Proposition 7.4 Using decomposition (4.2) and equation (7.14), we have:

$$
\begin{aligned}
\Sigma_{n}^{R}(c) & =\sum_{i=1}^{3} \Sigma_{i i, n}^{R}(c)=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c\right) \text { where } \\
\Sigma_{11, n}^{R}(c) & =\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c\right) \text { for } d_{j}>c, k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}} \\
\Sigma_{22, n}^{R}(c) & =P_{I(c)}\left(\Sigma_{n}\right) \frac{1}{m(c)} \sum_{i \in I(c)} g\left(\hat{\lambda}_{i}, c\right), \text { for } d_{j}=c \\
\Sigma_{33, n}^{R}(c) & =\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c\right) \text { for } d_{j}<c .
\end{aligned}
$$

Note that Assumption 2.2 implies $\Sigma_{n} \xrightarrow{p} \Sigma$, hence by Lemma 6.4 i) and ii), eigenvalues and total eigenprojections are continuous; together with Assumption 7.2, we have: $\forall i \in I_{j}, g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} g\left(d_{j} ; c\right)$, and $P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{p}$ $P_{j}(\Sigma)$. Also,

$$
\begin{aligned}
& \Sigma_{11, n}^{R}(c)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c\right)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; c\right)-g\left(d_{j} ; c\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c\right)\right] \\
& \quad=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) g\left(d_{j} ; c\right)+\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c\right)-g\left(d_{j} ; c\right)\right] \xrightarrow{p} \sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) P_{j}(\Sigma) \equiv \Sigma_{11}^{R}(c)
\end{aligned}
$$

since $g\left(d_{j} ; c\right)=\frac{1}{m\left(d_{j}\right)} \times m\left(d_{j}\right) g\left(d_{j} ; c\right)=\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(d_{j} ; c\right)$. Under Assumption 7.2, if $\lambda_{i}=d_{j}=c$, $g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} g(c ; c)$, hence $\Sigma_{22, n}^{R}(c)=P_{I(c)}\left(\Sigma_{n}\right) \frac{1}{m(c)} \sum_{i \in I(c)} g\left(\hat{\lambda}_{i}, c\right) \xrightarrow{p} g(c ; c) 1_{\left\{d_{j}=c\right\}} P_{j(c)}(\Sigma) \equiv \Sigma_{22}^{R}(c)$. The proof for $\Sigma_{33, n}^{R}(c)$ is similar to that of $\Sigma_{11, n}^{R}(c)$. Hence, $\Sigma_{n}^{R}(c) \xrightarrow{p} \Sigma^{R}(c)=\Sigma_{11}^{R}(c)+\Sigma_{22}^{R}(c)+\Sigma_{33}^{R}(c)$.

PROOF of Proposition 8.1 By Proposition 7.4, we have $\Sigma_{n}^{R}(c) \xrightarrow{p} \Sigma^{R}(c)$ and under Assumption 2.1, $X_{n} \xrightarrow{\mathcal{L}} \quad X$, hence $W_{n}^{R}(c)=X_{n}^{\prime} \Sigma_{n}^{R}(c) X_{n} \xrightarrow{\mathcal{L}} \quad X^{\prime} \Sigma^{R}(c) X=W^{R}(c)$. Using representation (7.13) for $\Sigma^{R}(c)$, and the form $P_{j}(\Sigma)=B\left(d_{j}\right) B\left(d_{j}\right)^{\prime}$, we can write:
$W^{R}(c)=X^{\prime} \Sigma^{R}(c) X=X^{\prime}\left(\sum_{j=1}^{k} g\left(d_{j} ; c\right) P_{j}(\Sigma)\right) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) X^{\prime} P_{j}(\Sigma) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X$.
We can further decompose the overall statistic into three blocks depending whether the eigenvalues are larger (or smaller) than $c$, with $k_{1}=\sum_{j=1}^{k} 1_{\left\{d_{j}>c\right\}}$, i.e.,

$$
\begin{aligned}
W_{1}^{R}(c) & =X^{\prime} \Sigma_{11}^{R}(c) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) 1_{\left\{d_{j}>c\right\}} X^{\prime} P_{j}(\Sigma) X \\
& =\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} P_{j}(\Sigma) X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X .
\end{aligned}
$$

Similarly, $W_{2}^{R}(c)=X^{\prime} \Sigma_{22}^{R}(c) X=g(c ; c) 1_{\left\{d_{j}=c\right\}} X^{\prime} P_{j(c)}(\Sigma) X=g(c ; c) 1_{\left\{d_{j}=c\right\}} X^{\prime} B(c) B(c)^{\prime} X$. And

$$
W_{3}^{R}(c)=X^{\prime} \Sigma_{33}^{R}(c) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) 1_{\left\{d_{j}<c\right\}} X^{\prime} P_{j}(\Sigma) X=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X
$$

PROOF of Corollary 8.2 In the Gaussian case, we have: $B\left(d_{j}\right)^{\prime} X=x_{j}$, where $x_{j} \sim N\left[0, d_{j} I_{m\left(d_{j}\right)}\right]$, or equivalently $x_{j}=\sqrt{d_{j}} u_{j}$ with $u_{j} \sim N\left[0, I_{m\left(d_{j}\right)}\right]$, hence

$$
W^{R}(c)=X^{\prime} \Sigma^{R}(c) X=X^{\prime}\left(\sum_{j=1}^{k} g\left(d_{j} ; c\right) P_{j}(\Sigma)\right) X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X=\sum_{j=1}^{k} g\left(d_{j} ; c\right) d_{j} u_{j}^{\prime} u_{j}
$$

with the three blocks corresponding to

$$
\begin{gathered}
W_{1}^{R}(c)=X^{\prime} \Sigma_{11}^{R}(c) X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) d_{j} u_{j}^{\prime} u_{j}, \\
W_{2}^{R}(c)=X^{\prime} \Sigma_{22}^{R}(c) X=g(c ; c) 1_{\left\{d_{j}=c\right\}} X^{\prime} B(c) B(c)^{\prime} X=g(c ; c) 1_{\left\{d_{j}=c\right\}} c u_{j}^{\prime} u_{j},
\end{gathered}
$$

and $W_{3}^{R}(c)=X^{\prime} \Sigma_{33}^{R}(c) X=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X=\sum_{j=k_{1}+1_{\left\{d_{j}=c\right\}}+1}^{k} g\left(d_{j} ; c\right) d_{j} u_{j}^{\prime} u_{j}$.

PROOF of Proposition 8.4The quantity $a_{n}\left[\hat{\psi}_{n}-\psi_{0}\right]$ can be written as:

$$
\begin{equation*}
a_{n}\left[\hat{\psi}_{n}-\psi_{0}\right]=a_{n}\left[\hat{\psi}_{n}-\psi_{1}+\psi_{1}-\psi_{0}\right]=a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]+a_{n}\left[\psi_{1}-\psi_{0}\right] . \tag{B.1}
\end{equation*}
$$

As $X_{n}=a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]$ satisfies Assumption 2.1, we have

$$
\begin{align*}
W_{n}^{R}(c)= & \left\{a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]+a_{n}\left[\psi_{1}-\psi_{0}\right]\right\}^{\prime} \Sigma_{n}^{R}(c)\left\{a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]+a_{n}\left[\psi_{1}-\psi_{0}\right]\right\} \\
= & a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]+2 a_{n}\left[\hat{\psi}_{n}-\psi_{1}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1}-\psi_{0}\right] \\
& +a_{n}\left[\psi_{1}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1}-\psi_{0}\right] \\
= & X_{n}^{\prime} \Sigma_{n}^{R}(c) X_{n}+2 X_{n}^{\prime} \Sigma_{n}^{R}(c) a_{n} \Delta+a_{n}^{2} \Delta^{\prime} \Sigma_{n}^{R}(c) \Delta \\
\mathcal{L} & X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) a_{n} \Delta+a_{n}^{2} \Delta^{\prime} \Sigma^{R}(c) \Delta \rightarrow \infty \tag{B.2}
\end{align*}
$$

since $X_{n} \xrightarrow{\mathcal{L}} X, \Sigma_{n}^{R}(c) \xrightarrow{p} \Sigma^{R}(c)$, and $a_{n}\left(\psi_{1}-\psi_{0}\right)=a_{n} \Delta \rightarrow \infty$, as $a_{n}$ grows to infinity. Hence $W_{n}^{R}(c)$ converges to infinity with probability 1 . The quantity

$$
X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) a_{n} \Delta+a_{n}^{2} \Delta^{\prime} \Sigma^{R}(c) \Delta
$$

is asymptotically equivalent to $X^{\prime} \Sigma^{R}(c) X+a_{n}^{2} \Delta^{\prime} \Sigma^{R}(c) \Delta$ due to the dominance principle of $a_{n} \Delta^{\prime} \Sigma^{R}(c) \Delta$ over $2 X^{\prime} \Sigma^{R}(c) \Delta$, i.e.,

$$
X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) a_{n} \Delta+a_{n}^{2} \Delta^{\prime} \Sigma^{R}(c) \Delta=X^{\prime} \Sigma^{R}(c) X+a_{n}\left[2 X^{\prime} \Sigma^{R}(c) \Delta+a_{n} \Delta^{\prime} \Sigma^{R}(c) \Delta\right] .
$$

## PROOF of Proposition 8.5

Under the local alternative $a_{n}\left(\psi_{1 n}-\psi_{0}\right) \rightarrow \Delta \neq 0$, then

$$
\begin{align*}
W_{n}^{R}(c)= & a_{n}\left[\hat{\psi}_{n}-\psi_{1 n}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\hat{\psi}_{n}-\psi_{1 n}\right]+2 a_{n}\left[\hat{\psi}_{n}-\psi_{1 n}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1 n}-\psi_{0}\right] \\
& +a_{n}\left[\psi_{1 n}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1 n}-\psi_{0}\right] \\
= & X_{n}^{\prime} \Sigma_{n}^{R}(c) X_{n}+2 X_{n}^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1 n}-\psi_{0}\right]+a_{n}\left[\psi_{1 n}-\psi_{0}\right]^{\prime} \Sigma_{n}^{R}(c) a_{n}\left[\psi_{1 n}-\psi_{0}\right] \\
\underset{n \rightarrow \infty}{\mathcal{L}} & X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) \Delta+\Delta^{\prime} \Sigma^{R}(c) \Delta \tag{B.3}
\end{align*}
$$

since $X_{n} \xrightarrow{\mathcal{L}} X, \Sigma_{n}^{R}(c) \xrightarrow{p} \Sigma^{R}(c)$.

PROOF of corollary 8.6 From Proposition 8.5, we have:

$$
W_{n}^{R}(c) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} X^{\prime} \Sigma^{R}(c) X+2 X^{\prime} \Sigma^{R}(c) \Delta+\Delta^{\prime} \Sigma^{R}(c) \Delta
$$

As $\Delta \in \mathcal{V}(0), P(0)(\Sigma) \Delta=\Delta$, and we have:

$$
\Sigma^{R}(c) \Delta=\sum_{d_{j}} g\left(d_{j} ; c\right) P_{j}(\Sigma) \Delta=g(0 ; c) P(0)(\Sigma) \Delta=g(0 ; c) \Delta
$$

since $P_{j}(\Sigma) \Delta=0$ for all eigenprojections on the eigenspaces different from $\mathcal{V}(0)$. Hence,

$$
W_{n}^{R}(c) \underset{n \rightarrow \infty}{\stackrel{\mathcal{L}}{\rightarrow}} X^{\prime} \Sigma^{R}(c) X+2 g(0 ; c) X^{\prime} \Delta+g(0 ; c) \Delta^{\prime} \Delta .
$$

Proof of Proposition 9.1 We need to show that $\lim _{n \rightarrow \infty} \mathbb{P}\left[\left\|\Sigma_{n}^{R}\left(c_{n}\right)-\Sigma^{R}(0)\right\|>\epsilon\right]=0$ for every $\epsilon>0$. Let $r$ denote the rank of the matrix of interest $\Sigma$. Three possible cases will be considered in the proof: $r=q, r=0$ and $1 \leq r<q$. Let $I=\{1,2, \ldots, q\}$ such that $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{i} \geq \ldots \geq \lambda_{q} \geq 0$, and $J=\{1,2, \ldots, k\}$ the subset of $I$ corresponding to the indices of the distinct eigenvalues of $\Sigma: d_{1}>d_{2}>\ldots>d_{j}>\ldots>d_{k} \geq 0$ where the multiplicity of the distinct eigenvalue $d_{j}$ is denoted $m\left(d_{j}\right)$, so that $\sum_{j=1}^{k} m\left(d_{j}\right)=q \geq 1$ and $1 \leq k \leq q$. For $j \in J$, let $I_{j}$ denote the subset of $I$ such that $I_{j}=\left\{i \in I: \lambda_{i}=d_{j}\right\}$, hence the $I_{j}$ 's are disjoint sets such as $\bigcup_{j=1}^{k} I_{j}=\{1, \ldots, q\}$. If zero is an eigenvalue, then $d_{k}=0$. Let $P_{j}(\Sigma)=P\left(d_{j}\right)(\Sigma)$ represent the eigenprojection operator projecting onto the eigenspace $\mathcal{V}\left(d_{j}\right)$ associated with $d_{j}$. First we show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left[\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right|>\epsilon\right]=0 \quad \forall i \in I_{j}, \forall \epsilon>0 \tag{B.4}
\end{equation*}
$$

as it is used later on in the proof. By Lemma 6.4 i), we have for all $i \in I_{j}, \hat{\lambda}_{i} \xrightarrow{p} d_{j}$. Besides, as $c_{n} \underset{n \rightarrow \infty}{\rightarrow} 0$, we have

$$
\begin{equation*}
\mathbb{P}\left[\left|\hat{\lambda}_{i}-d_{j}\right|>c_{n}\right]=\mathbb{P}\left[\left|b_{n}\left(\hat{\lambda}_{i}-d_{j}\right)\right|>b_{n} c_{n}\right] \underset{n \rightarrow \infty}{\rightarrow} 0 \tag{B.5}
\end{equation*}
$$

since $b_{n} c_{n} \rightarrow \infty$ and $b_{n}\left(\hat{\lambda}_{i}-d_{j}\right)$ converges in distribution by Theorem 6.6. Note that for $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right)$, we can write

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left[\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{n}\right]-g\left(d_{j} ; 0\right)\right|>\epsilon\right]=\lim _{n \rightarrow \infty, m \rightarrow \infty} \mathbb{P}\left[\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{m}\right]-g\left(d_{j} ; 0\right)\right|>\epsilon\right] \tag{B.6}
\end{equation*}
$$

It is equivalent to write

$$
\begin{align*}
\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{m}\right]-g\left(d_{j} ; 0\right)\right| & =\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{m}\right]-g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]+g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]-g\left(d_{j} ; 0\right)\right| \\
& \leq\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{m}\right]-g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]\right|+\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]-g\left(d_{j} ; 0\right)\right| \tag{B.7}
\end{align*}
$$

Hence, $\lim _{n \rightarrow \infty, m \rightarrow \infty} \mathbb{P}\left\{\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; c_{m}\right]-g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]\right|>\epsilon\right\}=0$ since $\lim _{c \rightarrow 0^{+}} g(\lambda ; c)=g(\lambda ; 0)$. Further, $\lim _{n \rightarrow \infty} \mathbb{P}\left\{\left|g\left[\lambda_{i}\left(\Sigma_{n}\right) ; 0\right]-g\left[d_{j} ; 0\right]\right|>\epsilon\right\}=0$, since $\hat{\lambda}_{i}=\lambda_{i}\left(\Sigma_{n}\right) \xrightarrow{p} d_{j}, \forall i \in I_{j}$ and $g \in \mathcal{G}_{c}$ is continuous a.e. w.r.t. $\lambda$, hence (B. 4 ) follows.

Consider first the case where the limiting matrix $\Sigma$ has full rank, i.e. $\operatorname{rank}(\Sigma)=r=q$. For all $j \in J: d_{j}>0$ since $r=q$, then by (B.4) and by Lemma 6.4 i) and ii), we have:

$$
g\left(\hat{\lambda}_{i} ; c_{n}\right) \xrightarrow{p} g\left(d_{j} ; 0\right), \text { and } P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{p} P_{j}(\Sigma),
$$

provided $\lambda_{i-1} \neq \lambda_{i}$ and $\lambda_{j} \neq \lambda_{j+1}$. Since $g\left(d_{j} ; 0\right)=\frac{1}{m\left(d_{j}\right)} \times m\left(d_{j}\right) g\left(d_{j} ; 0\right)=\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(d_{j} ; 0\right)$, we have
after adding and substracting the quantity $\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) g\left(d_{j} ; 0\right)$ simultaneously:

$$
\begin{aligned}
\Sigma_{n}^{R}\left(c_{n}\right) & =\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c_{n}\right) \\
& =\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; 0\right)-g\left(d_{j} ; 0\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c_{n}\right)\right] \\
& =\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; 0\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right]\right] \xrightarrow[\rightarrow]{p} \sum_{j=1}^{k} P_{j}(\Sigma) g\left(d_{j} ; 0\right)=\Sigma^{R}(0)
\end{aligned}
$$

since $P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{p} P_{j}(\Sigma)$ and $\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right| \xrightarrow{p} 0$ by (B.4).
Second, consider the case where $d_{1}=0$ with multiplicity $m(0)=q$. In this case, $\Sigma_{n} \xrightarrow{p} \Sigma=0$, i.e. $\Sigma_{n}$ converges to a zero matrix so that the range of $\Sigma$ is $\mathcal{R}(\Sigma)=\{0\}$ and its null-space is $\mathcal{N}(\Sigma)=\mathbb{R}^{q}$. Let $P_{1}(\Sigma)$ denote the eigenprojection operator of $\Sigma$ associated with its zero eigenvalue ( $d_{1}=0$ ) which projects onto the corresponding eigenspace $\mathcal{V}(0)$, with $\operatorname{dim}[\mathcal{V}(0)]=q$. After adding and substracting the quantity $P_{I_{1}}\left(\Sigma_{n}\right) g(0 ; 0)$ simultaneously, we have:

$$
\begin{align*}
\Sigma_{n}^{R}\left(c_{n}\right)= & P_{I_{1}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{1}\right)} \sum_{i \in I_{1}} g\left(\hat{\lambda}_{i} ; c_{n}\right)=P_{I_{1}}\left(\Sigma_{n}\right)\left[g(0 ; 0)-g(0 ; 0)+\frac{1}{m(0)} \sum_{i \in I_{1}} g\left(\hat{\lambda}_{i} ; c_{n}\right)\right] \\
= & P_{I_{1}}\left(\Sigma_{n}\right) g(0 ; 0)+P_{I_{1}}\left(\Sigma_{n}\right) \frac{1}{m(0)} \sum_{i \in I_{1}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g(0 ; 0)\right] \\
& \xrightarrow{p} g(0 ; 0) P_{1}(\Sigma)=\Sigma^{R}(0) \tag{B.8}
\end{align*}
$$

since by Lemma 6.4 ii ), we have $P_{I_{1}}\left(\Sigma_{n}\right) \xrightarrow{p} P_{1}(\Sigma), P_{I_{1}}\left(\Sigma_{n}\right)=O_{p}(1)$ and by (B.4), we have with $d_{1}=0$ : $\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g(0 ; 0)\right| \xrightarrow{p} 0, \forall i \in I_{1}$.

Finally, suppose $d_{k}=0$ and $d_{1} \neq 0$. Then

$$
\begin{aligned}
&\left\|\Sigma_{n}^{R}\left(c_{n}\right)-\Sigma^{R}(0)\right\|=\left\|\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c_{n}\right)-\sum_{j=1}^{k} P_{j}(\Sigma) g\left(d_{j} ; 0\right)\right\| \\
&=\left\|\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; 0\right)-g\left(d_{j} ; 0\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i} ; c_{n}\right)\right]-\sum_{j=1}^{k} P_{j}(\Sigma) g\left(d_{j} ; 0\right)\right\| \\
&=\left\|\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right]+\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) g\left(d_{j} ; 0\right)-\sum_{j=1}^{k} P_{j}(\Sigma) g\left(d_{j} ; 0\right)\right\| \\
& \leq\left\|\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right]\right\|+\left\|\sum_{j=1}^{k} g\left(d_{j} ; 0\right)\left[P_{I_{j}}\left(\Sigma_{n}\right)-P_{j}(\Sigma)\right]\right\| \\
& \leq\left\|\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right]\right\|+\sum_{j=1}^{k}\left|g\left(d_{j} ; 0\right)\right|\left\|P_{I_{j}}\left(\Sigma_{n}\right)-P_{j}(\Sigma)\right\|
\end{aligned}
$$

$$
\begin{equation*}
\leq \sum_{j=1}^{k}\left\|P_{I_{j}}\left(\Sigma_{n}\right)\right\| \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right|\left\|+\sum_{j=1}^{k}\left|g\left(d_{j} ; 0\right)\right|\right\| P_{I_{j}}\left(\Sigma_{n}\right)-P_{j}(\Sigma) \| \tag{B.9}
\end{equation*}
$$

since $P_{I_{j}}\left(\Sigma_{n}\right)=O_{p}(1),\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g(0 ; 0)\right| \xrightarrow{p} 0, \forall i \in I_{j}$ by (B.4), $g\left(d_{j} ; 0\right)=O(1)$ and $\left\|P_{I_{j}}\left(\Sigma_{n}\right)-P_{j}(\Sigma)\right\| \xrightarrow{p}$ 0 , by Lemma $\mathbf{6 . 4} \mathbf{i i}$ ). We can finally conclude that:

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left[\left\|\Sigma_{n}^{R}\left(c_{n}\right)-\Sigma^{R}(0)\right\| \geq \epsilon\right]=0
$$

## PROOF of Proposition 9.2

By Proposition 9.1, we have $\Sigma_{n}^{R}\left(c_{n}\right) \xrightarrow{p} \Sigma^{R}(0)$ and by Assumption 2.1, $X_{n} \xrightarrow{\mathcal{L}} X$, hence

$$
\begin{equation*}
W_{n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{n}^{R}\left(c_{n}\right) X_{n} \xrightarrow{\mathcal{L}} X^{\prime} \Sigma^{R}(0) X . \tag{B.10}
\end{equation*}
$$

The statistic can be decomposed as:

$$
W_{n}^{R}\left(c_{n}\right)=W_{1 n}^{R}\left(c_{n}\right)+W_{2 n}^{R}\left(c_{n}\right)
$$

where $W_{i n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{i i, n}^{R}\left(c_{n}\right) X_{n}$, for $i=1,2$ and

$$
\Sigma_{n}^{R}\left(c_{n}\right)=\sum_{j=1}^{k} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c_{n}\right)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c_{n}\right)+\sum_{j \geq k_{1}+1} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c_{n}\right) .
$$

Let's focus on the first component:

$$
\begin{gather*}
\Sigma_{11, n}^{R}\left(c_{n}\right)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c_{n}\right)=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right)\left[g\left(d_{j} ; 0\right)-g\left(d_{j} ; 0\right)+\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(\hat{\lambda}_{i}, c_{n}\right)\right]  \tag{B.11}\\
=\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) g\left(d_{j} ; 0\right)+\sum_{j=1}^{k_{1}} P_{I_{j}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right] \tag{B.12}
\end{gather*}
$$

since $g\left(d_{j} ; 0\right)=\frac{1}{m\left(d_{j}\right)} \sum_{i \in I_{j}} g\left(d_{j} ; 0\right)$. Using the continuity property of the eigenvalues and total eigenprojections given in Lemma 6.4 i) and ii) provided we can find distinct eigenvalue before and after, we have $P_{I_{j}}\left(\Sigma_{n}\right) \xrightarrow{p} P_{j}(\Sigma)$ and by (B.4) $\forall \epsilon>0, \lim _{n \rightarrow \infty} \mathbb{P}\left[\left|g\left(\hat{\lambda}_{i} ; c_{n}\right)-g\left(d_{j} ; 0\right)\right|>\epsilon\right]=0 \forall i \in I_{j}$. Besides, as projection operators are bounded in probability, we have:

$$
\begin{equation*}
\Sigma_{11, n}^{R}\left(c_{n}\right) \xrightarrow{p} \sum_{j=1}^{k_{1}} g\left(d_{j} ; 0\right) P_{j}(\Sigma) \equiv \Sigma_{11}^{R}(0), \text { with } \sum_{j=1}^{k_{1}} m\left(d_{j}\right)=q_{1}=\operatorname{rank}\left[\Sigma_{11}^{R}(0)\right]=\operatorname{dim} \mathcal{V}\left(q_{1}\right) . \tag{B.13}
\end{equation*}
$$

Hence, we have:

$$
W_{1 n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{11, n}^{R}\left(c_{n}\right) X_{n} \xrightarrow{\mathcal{L}} X^{\prime} \Sigma_{11}^{R}(0) X \equiv W_{1}^{R}(0) .
$$

For the second part of the statistic, the $q \times q$ matrix $\Sigma$ is such that $\operatorname{rank}(\Sigma)=q_{1}$, so $d_{k_{1}+1}=0$ with multiplicity $m\left(d_{k_{1}+1}\right)=q-q_{1}$. The regularization operates such that:

$$
g\left(\hat{\lambda}_{i} ; c_{n}\right)= \begin{cases}\frac{1}{\hat{\lambda}_{i}} & \text { if } \hat{\lambda}_{i}>c_{n}  \tag{B.14}\\ 0 & \text { if } \hat{\lambda}_{i} \leq c_{n}\end{cases}
$$

If $\lambda_{i}=d_{k_{1}+1}=0$, then

$$
\mathbb{P}\left[g\left(\hat{\lambda}_{i} ; c_{n}\right)=0\right]=\mathbb{P}\left[b_{n}\left|\hat{\lambda}_{i}\right| \leq b_{n} c_{n}\right] \underset{n \rightarrow \infty}{\rightarrow} 1 \forall i \in I_{k_{1}+1}
$$

since $b_{n}\left(\hat{\lambda}_{i}-\lambda_{i}\right)=O_{p}(1) \forall i$, and $b_{n} c_{n} \underset{n \rightarrow \infty}{\rightarrow} \infty$. A fortiori, it still holds for $\mathbb{P}\left[\sum_{i \in I_{k_{1}+1}} g\left(\hat{\lambda}_{i}, c_{n}\right)=0\right] \underset{n \rightarrow \infty}{\rightarrow} 1$.

$$
W_{2 n}^{R}\left(c_{n}\right)=X_{n}^{\prime} \Sigma_{22, n}^{R}\left(c_{n}\right) X_{n} \text { with } \Sigma_{22, n}^{R}\left(c_{n}\right)=P_{I_{k_{1}+1}}\left(\Sigma_{n}\right) \frac{1}{m\left(d_{k_{1}+1}\right)} \sum_{i \in I_{k_{1}+1}} g\left(\hat{\lambda}_{i}, c_{n}\right)
$$

Since $P_{I_{k_{1}+1}}\left(\Sigma_{n}\right)=O_{p}(1)$, then $\mathbb{P}\left[P_{I_{k_{1}+1}}\left(\Sigma_{n}\right) \sum_{i \in I_{k_{1}+1}} g\left(\hat{\lambda}_{i} ; c_{n}\right)=0\right] \rightarrow 1$; this implies that $\mathbb{P}\left[\Sigma_{22, n}^{R}\left(c_{n}\right)=\right.$ $0] \rightarrow 1$, hence, we have: $\mathbb{P}\left[W_{2 n}^{R}\left(c_{n}\right)=0\right] \rightarrow 1$.

## PROOF of Corollary 9.3

Apply the results of Proposition 9.2 with $X_{n}=\sqrt{n}\left[\psi\left(\hat{\theta}_{n}\right)-\psi_{0}\right] \xrightarrow{\mathcal{L}} N[0, \Sigma]=X$. Following equation (7.9), $P_{j}(\Sigma)=B\left(d_{j}\right) B\left(d_{j}\right)^{\prime}$ and $B\left(d_{j}\right)^{\prime} X=x_{j}$, where $x_{j} \sim N\left[0, d_{j} I_{m\left(d_{j}\right)}\right]$, or equivalently $x_{j}=\sqrt{d_{j}} u_{j}$, with $u_{j} \sim N\left(0, I_{m\left(d_{j}\right)}\right)$, we can write:

$$
\begin{aligned}
W_{1}^{R}(0) & =X^{\prime} \Sigma_{11}^{R}(0) X=X^{\prime}\left(\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) P_{j}(\Sigma)\right) X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} P_{j}(\Sigma) X \\
& =\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) X^{\prime} B\left(d_{j}\right) B\left(d_{j}\right)^{\prime} X=\sum_{j=1}^{k_{1}} g\left(d_{j} ; c\right) x_{j}^{\prime} x_{j}=\sum_{j=1}^{k_{1}} \frac{1}{d_{j}} d_{j} u_{j}^{\prime} u_{j}=\sum_{j=1}^{k_{1}} u_{j}^{\prime} u_{j}
\end{aligned}
$$

where $u_{j} \sim N\left(0, I_{m\left(d_{j}\right)}\right)$. Hence, $u_{j}^{\prime} u_{j} \sim \chi\left(m\left(d_{j}\right)\right)$. As $\sum_{j=1}^{k_{1}} m\left(d_{j}\right)=q_{1}$, hence $W_{1}^{R}(0) \sim \chi\left(q_{1}\right)$.
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[^1]:    ${ }^{1}$ This paper does not deal with deficient ranks due to (first-order) underidentification. For those interested in such issues, see Dovonon and Renault (2009), and Pötscher (1985). More generally, for those interested in weak identification issues in IV/GMM, see Dufour (1997), Stock and Wright (2000), Stock, Wright and Yogo (2002), Dufour and Taamouti (2005, 2007) , Antoine and Renault (2009). Nevertheless, we allow for situations of weak identification of $\theta$ only to the extent that the transformation $\psi(\theta)$ is identified.
    ${ }^{2}$ Kan and Robotti (2009) note in a footnote on page 3461:
    "that we should not perform a Wald test of $H_{0}: \eta_{1}=\beta_{1}, \psi=0_{K_{2}+K_{3}}$. This is because the asymptotic variance of $\sqrt{n}\left[\hat{\eta}_{1}^{\prime}-\hat{\beta}_{1}^{\prime}, \hat{\psi}^{\prime}\right]^{\prime}$ is singular under $H_{0}$, and the Wald test statistic does not have the standard asymptotic $\chi_{K_{1}+K_{2}+K_{3}+1}^{2}$ distribution. The proof is available upon request."

[^2]:    ${ }^{3}$ Estimating the rank as Lütkepohl and Burda (1997), Robin and Smith (2000) do may not be the right thing to do when it comes to assess the finite sample distribution of such estimators. Our results somehow validate the intuition of Leeb and Pötscher (2003, 2005) who are very critical of post-model selection estimators.
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